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LINTRODUCTION, Information is im objective property of the material
processes and the neluon of mformation is often identified with the notion of
quantity of information although within the limites of a formal model the quantity
of information could be mathematically defined as Shannon (| 10 [) . did it 1948 by
using the notion of entropy. This way of studying the quantily of information is
unsubstantial because i doesn’t show us the important informational characteristics
of the studied phenomenon, that is those properties of the physical world that are
opposed to a certain extent to the energetical or mass characteristics.

In the analysis of the notion of quantity of mformation there appear no
proportions with a statistic character of the entropy -type but another type of
churactenistics that refer lo the contents of information and nat to the slalistic
preperiies of information. From the statistic point of view the study of information
implies the possibality to draw oul of a given communication a cerlain quastity of
informaiion, but it can’l be specified what kind of information can be drawn oul of
the mentioned conununication. (m the ofher hand the information is strongly bound
to 1ts trimasmission and depending on the hypathesis.of the unily of the matenal
world, Lns transnussion can't be surpass the lmils of realitv, thal 13 information
doesn’t exast {the miormation | represents o special relation between materal
processes and so i 15 a characienstic of the substance (matter! that can’t be
dentificd with infermation.

The concept of mfommation appeared stowly but speclacular achieving a
symhezis of prececupations appareatly enbound to esch other,

iowas [oliowed by the generation of creative deas i other mdependent
domimns.
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2. CERTAINTY AND UNCERTAINTY. The gencration of an event
brings about the more information the more it is more unexpected and this
charactenstic of the event can be measured if its probability of happening is known,
that is, the information brought about by this event is so much bipger as this
probability is smaller.

Be it oA a set of events echiprobabile that are the results of an

experiment having many possible results. If these results are cqually probable then
by effectuation of the experiment the information produced depends on the fact that
there were more resulis having equal probabilities and so there don’t exist N resulis

having the ?{I probability.

Consequently, the quantity of mformation, when one of these results is
obtained, 1z a decreasing function of %m‘ an increasing function of N noted with
f(N) and thus we can wnite: KN)y=alog b, where a0 and b>0 are constantly ([1]}. If
we choose b=2, a=1 and p=% we obtain: f{N)y-log; p where p is the probability of

appearance of an event that contamns a resull. In case that the event generates a fnite
number of events noted with A,, A; . A, having probabilities in p,. pz. ... po It can
be deduced that, if p=1, p=0 (=23, ..n) then the expenment doesn’t bring
anything new, producing a certainty.

The experiment that generates the events Ay, Ag..... A, havinp the
prababilities p, pz. ... P containg a certain uncertainty concerning the result of the
experiment taking into account and the degree of uncertanty is measured by means
of the expression:

(1) H{A) = -2, p; log; p;
=t
{[10]) that is called mformational entropy and it has a statistic character. Admitting

that the experiment will take place it can be deduced that py+pt.. +p. =L

To obtain the extremities of the function H that has the variables p,. pa. ...
P We use Lagrange™s method of the multipliers ([4]) and in these case may it be
congidered the following function:

(2) F(ps. Pa .. PFHP1. Pos . PoIHAL DDt +Dn)

The extremes of function F can be obtwned by solving the system:
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This system is equivalent with the system:

- mp) =

|

5 é ll' I_'[['FII'} —.;'L
{4}} .......................

-l (L4 g,y = -2

This system has the solution p/=p;7~=... =p— - and taking mto account that
n
the second differential of the function H calculated in the point [% 1 e -I—}i&
n n

negative that is d*H<0 1t can be deduced that H 1s ITIFIJi'imlll"l'l 1f all the probabibnes p,
(=1,2,..n) are equal among them, so if H,~H] (4 2 il AR I‘EEI'HI] H(A} is the
1

L% |

informational entropy of the event A then the following relation takes place:

(5) H(A}H< Hopp= -loggp

The informational entropy measures the quantity of nformation J that 1s
conlained in an experiment and it can be determmed by usmg the relation:

(6) =H,. -H

If H,.. is a constant size, then, the more the event A has bigger chances of
achieving the smaller is the quantity of information that its achieving determines,
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There is a certain limit of growing of the quantity of information, over
which, when, passing over, we¢ come to the producing of some perturbation,
consequently there is a maximum quantity of necessary information in relation with
which the mformational entropy has the value zero.

If H, is the informational energy at the moment “t" and H, is the
informational energy at the moment “u” then J,=H/-H, represenis a quantity of
information existing between the two moments and taking into account that H, =H,-
e it can be deduced that the informational entropy decreases at the same time with
the growing of the quantity of information existing in a expeniment {[9]]).

With the social systems by introducing the positive subunitary number
=J:H,.; and taking into account that the lack of sufficient information causes
{brings about) disorgamisation of the social system, it can be deduced that the
stability of a system grows inversely proportional to the informational entropy an so
the number “r’ characterises the degree of organisation of a social system.

On the other hand the social systems are characterised by the growing of
complexity and consequently of the maximum informational entropy that imply the
decreasing of the quantity of information exisling in & system.

Consequenily the growing of the complexity of the mformation of a social
system is achieved by the growing of the quantity of information and (his can be
obtained by especially developping the educational system and the sciences in order
to establish a stability {an equilibriom) between complexity and organisation,

The unit of measure of the information is called binary unity or bit and is
the smallest possible unity of quantity of information.

If we take the bit as unity of measure of the guantity of existing
information in each symbol of the alphabet of the French language and taking into
account that it has 26 letters and supposing that each letter 13 used with the same
frequency we obtamn:

NH = -3 - L 1og, 26

(7} H = 'Ilbﬁ‘-"ﬁilﬁ 0 =

Consequently, the quantity of information that a letter of the alphabet has
involved in i, is of 5,506 bits and so there can be Gﬂlculmﬁd the quantity of
information of different messages.

3 INFORMATIONAL ENERGY. The development of certain human
activities isn’t possible without a change of informations. 1f the energy and (he mass
gxist always in the shape of certain material objects, the information exisis in the
shape of a message about an experiment and in the case when there exist more
messages about the same experiment we'll choose thal message that 15 more useful



143

and complete and in order to make this choice, #t 18 necessary to dispose of a
measure of information that can be obtained by doing an experiment and this fact
ehimingtles 4 certain indetermination. Consequently, we can say that the information
replaces an indetermination that if can be measured, we could have the possibility to
measure the imformation,

The utihty of information is closely tied to the way of measuning the
guantity of information and one of the first answers was given by R A Fischer {|5])
and afterwards by R.V.HHartley {|6]) but the final solution was given by
C.Shannon ([10]).

The concept of the utility of information appeared tor the first time in
1730 in G.Cramer’s works (1704-1752) and 1t was resumed by D Bemoully (1700-
1782) when the theory of probabilities was ngurously proved scientifically, but the
study of the utility of information from the mathematical point of view was
achieved by T. von Newman (1903-1957) and O Morgenstern (1902-1977) who
formulated the wtility as a measure of preferance for a one resull of the experiment
or another one.

The global information of a system S with the posilions s, $3 .8
having the weight p;, ps, ... Pa 15 given by the informational energy and that can be
calculated by using the expression:

(8) E, = p{ + pj+..+p;

where priprt.+p=1 ([3]. [9]).

We notice that at the same time with the growing of the disorgamsation of
the system the decreasing of the informational cnergy takes place.

Really, be it 5 an s two positions of the system 5 having the weight in p;
respectively in p; so that p=p. After the changing of the system the weight i '
becomes py=p-x and the weight in p, becomes p'=p;tx because we must have
prtp=p+p, and consequently the variable point of the expression E, has the
following form:

@p) + (o) =0l + () + 2x* - 2d{pi - py)
If p'-p=p-p-2x grows, that is x<0 then the following mequality takes
place:

F

0y ()" + (p))" > ol + P

and so the informational encrgy grows. If 0<x=p-p; then the following incquality
takes place:
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anp? + p} =< (i) + (p)

and consequently the informational energy decreases at the same time with the
decreasing of the expression p-p, remaining in the same relationship p>p;.

Concluding, the informational energy grows with the organisation of the
syatem and decreases at the same time with the information or disorganisation of the
system.

In the pedagogical experiment it is considered that the most adequate
from for the achieving of performance are the texts with multiple choice. In a
multiple choice text an information is received and an answer 1s chosen to the
alternatives that are offered. One of the answers 15 comect and the others are wrong
representing the most frequent mistakes.

To obtain the most favourable number of possible answers, in a multiple
choice text, so that the maximum of information may be obtained, the informational
enerzy is applied to Chemoff ‘s model ([2]).

Be it p; the absolute frequency of the subjects that choose correctly the
answer 10 the guestion 1,g; the absolute frequency of the subjects that choose the
wrong answer Lo the question i and w; the absolute frequency of the subjects thal
omit the answer to the question is consequenily for each i the following equality
takes place: :

(12) pgtw=1

and if v, is absolute frequency of the subjects thal know the correct answer o the
question i and they don't choose it at random, then Chernoff °s refation for a text
with m possible answers referning to the question 11s: .

(13) p= v+ {t-w —y)i=12.. ..k
m .
Taking into account the equality p=v+(p/+v,) and the expression:

(14) B, =y +(p, -y} + @} + W

of the informational energy of the question of rank i it may be deduced that E; has
an extreme in relation to the variable v, if'y, is the solution of the system :

(15) By B g

.....

dy, & Yy
that is equivalent to the system :

IIE'IEI:I E?i—ru}{pi—}?;}“ﬂ, ¥=1.2.. Wk
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and of which we can obtain the value y, - F; A T

Taking into account the relation (13) we obtain :
2 - 2w,

Pl.-
The relation {17) determines the most favourable number of possible

angwer to a test with a multiple choice so that the maamum quantity 1f mformation
may be obtamed.

4. ALGORITHM OF RECOGNITION. An old notion used already by
Euclid, heaving its name taken from the Arab man of science Al Horezmi (680-846),
a notion often met with in mathematics and not only in mathematics, a notion very
mmportant for our days, is the notion of algorithm.

An important problem put in the theory of algonithms is to find the classes
of problems thal can be solved algorithmically and to build up algornthms for the
solving of the classes of problems Taking mto account the imporiance of the
algorithms and the fact that by using them we may obtain a ngorous study of the
problem analysed we dednce hence that the discovery and mastering of the
algorithms 15 a problem of psychology and pedagogy.

The algorithms of recognition have a special importance because by using
them we can establish the class of problems to which a problem belongs,

(17) m = ! R RO )

The algebra of propositions play an essential part in the theory of
algorithms because the algonthm 1z a fimle row (line) of nstruchons that are
achieved in a given order and that has a finality the solving of a problem of grven
class,

By the symbol p we understand a proposition 1f p 13 a true or false
statement but not true or false at the same time, and by A{p) we understand that the
sentence p is true and F{p) represents the fact that p 15 falsc. The sentence “whatever
the senténce p may be the A(p) or F(p)” takes place. This is called the principle of
the third term excluded, and the sentence “doesn’t exist any sentence p so thal A(p)
and F(p)" is called the principle of contradiction and the ensemble of the two
principles constites the principle of bivalency.

From the principle of bivalency it doesn’t result that for each sentence p
there exists a method by which it can be established that p 1s true or that p 1= false.
There are mathematical sentences about which we don’t know even up m our days
if they are true or false. For instance the problem of the problem of the
mdependence of the hypothesiz of the continuum up to the year 1963 was such a
sentence and after this date this sentence is truc.
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The notions of “true” of “false” aren’t pul into evidence by the logic but
by the special sciences, these notions entering into the logic as postulated entifies.

In other words there is admilted the initial cdstence of two symbols
separated from the others, the one to designate the truth, the other to designate the
false marked with 1 respectively 0.

If ®is a set of sentences then we note with ®&C® the subset of false
sentences and with ®c@® the subset of true sentence.

Consequently:
(19} P=Py P, PePi=d.

We notice that by means of some linking words from & given multitude
of sentences new sentences may be obtained,

This linking words are called logical connectives and they correspond in a
cettain sense to the coordinative or subordinative conjunctions in grammar, These
connectives are the following!

a) The connective “non” is applied to only one sentence p and forms the
sentence “non p" called the negation of the sentence p:

b} The connective “ and” applies to two sentences p, Pq and forms the
sentence pyap; called confunction of the sentences p, and py;

¢} The connective “or” is applied to two sentences py, p; and it forms a
new sentence p;vp; called disjunction of the sentences p; and py;

d) The conmective “if . then” is applied to two sentences p,. p; fornmng
the sentence “if p,, then p; * called the impheation of the sentences p;
by p; (p; implies p; ). This connective is called also the conditional of
p: and p; keeping the denomination of implication for the casc when
the conditional is true;

¢) The connective “..if and only if..” applies to two sentences pi, P2
forming a new sentence “p; if and only if p; * called the equivalence
of the two sentences. The set B~={0,1} is considered where 0
symbolises the notion of false and 1 the notion of true and be it the
function:
(1 1if pis true
AR RN {ﬂifpis false
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From the principle of contradiction it ¢an be deduced that the function.
v is uniform, that is to each proposition corresponds a single value, 0 or 1 and the
principle of excluded middle established that the function v is a subjection.

To point out the difference between this function and a certain function
from mathematics, we take into account the following example:

B = d T O
' 1 if n 15 uneven

Comparing the two functions we find out that we don’t dispose of a
logical operation with which to calculate v(p) for a proposition p. In the moment
when p is precised, it belongs to a scientific field and by the methods adequate to
ihe respective scientific discipline we can establish if the proposition p 13 false or
true, but the proceeding for this venificaion belongs to the particular scientific field
and that means that isn’t a logic operation defined on the set @ The incalcnlability of
the function v is due to the general definition of the notion of proposition.

The parity and imparity of the natural number n that makes the object of
the function f may be verified by means of the operations defined on the set N: the
devision of the number n to the number 2.

By means of the function v we may define on ¢ a relation cquivalence
like this: if p.q ¢ ® then p is in relation E, with quantity if E{p.grv{prvi{q). If
®/E, is the factorisation of the set by means of the telation E, and vo @@ /E, 18
the natural application, then we obtain the canonic decomposition of the function v
g@ven by the diagram:

P/E,

and o{[ple.y= v(p), where [p]g. is the class of cquivalence in connection to the
relation B, generated by the proposition p.

From the definition of the connectives we obtain the following properties:

{a) The disjunction “v* of two propositions is only then false when
hoth propositions are false;
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) The conjunction “»" of two propositions is true only when both
propositions are true;

{x) The implication “—" of two propositions is false when the frst
proposition is true, and the second is false;

{&) The equavalence "< is true when the two propositions are
either both true or are both false;

{€) The negation = |~ of a true proposition is a false proposition and
the negation “ |“ of a false proposition is a true proposition.

On the other hand taking mio account that for each propositional function
1 &, w, >, ¢» there exist the booleeane s, fy. f, fus, £ 0 that B, in relation with
fs fz; and fi4 15 a Boole algebra we deduce that the set of proposiions constitute a
Booleean algebra in relation to the functions of truth |, », v ([8]).

In this case the following formulae take place:

(o) PinpER (VP @

[ o) (paiperps =P (7} pr.papae @,
(o) (Pwpr=(prpd) (V)PP €,

()  E(pavp)(pirpid praps) (V) pupapse @
{ois) Kpep=(( P pa))  (9) pupae @

{0t ) [pn_&;] () pe 15 a false proposibon;

{ctn) If p; and p; are equvalent propositions, then the propositions,
then the propositions: { Ip;) ~p; and pya{ Ip;) are false;

(o’y  (prvpa=pr (V) pie &

(22} (v (povpa)=(povpe) vps) (YY) Pupapac @

() (pvpai=(pavp) (V) pupac @

(e')  (pov (P2 APsl={PivP) A Pivps) (V) prpapsc &

() Kpovpad=(l o) () (7)) prpse @

(o'} (pvlp) (%) pe @15 atrue proposition,

(e} If py and p: are equivalent propositions, then the proposttions,
then the propositions ( |p,) vp; and pyv ( Jp2) are true proposition,

In these propertics the sign = represents the echivalence of the
propositions, that is the valoe of truth of the two members are cqual.
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We'll suppose now, that in the process of learning al a certain level it is
necessary to establish if the proposition pe ® is one of the following types:

A} The proposition has subject and predicate;

B} The proposition has subject and no predicate in the Future Tense;

C) The proposition has no subject and the predicate i1s expressed by a
verb in the first or second person,

1)} The proposition has no subject and the predicate 1s expressed by a
verb in the Past Tense, in the third person plural;

E} The proposition has no subject and the predicate 1s cxpressed by a
verb in the first or second person any temse and the predicate ism’t
expressed by a verb in the Past Tense, in the third person plural,

We consider, going on, the following characteristics:
{a} The proposition has subject;
(b} The proposition has predicate;

{¢) The proposition has predicate expressed by a verb m the first or
zecond person;

(d) The proposition has predicate expressed by a verb m the Past Tense,
the third person plural;

Taking into account these definitions and the propositional functions 1
v as the properties (og), (06" 171, 7 we can wnte:

{(18)  A={anbreadp(abren{ dvianbn{elndrdanbal el k)
(197 Be(an{ binendrdan binen{ @)rdan binl kindpv

(an{ Toin( lednC Iy,
(200 C=({Tnbaerd)u({ Ryrbaca(lv(( l)al I)neadp( Bn
( byncnt )y | d
(21 D=({ inbreadrd( Rnba(liadi(( Enl Blaeadiv(({  aln
( bn{ kelnd),

(22)  E=({mnba( ko)l @DV R ToIal Tednd Kk

We notice that the propositions ( biac, (Bad, { Bn( 1), cad are false
and thus we have: B )

(23 A=(anbacal Winfanbal kdadyvianbal k)al i),

(24)  Be(an( ) a{ k()

(25)  C=({ knbnen( ),

(26)  D=(( Waba kndy,

@7 E=((Riaba(kin( K%
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Taking into account the preceding relations we have for cach proposition

(28) PE{%bﬂm{_ﬁdﬂ ¥ {ﬂﬂhﬁ{}}ﬁd}u{a&hﬁ{iﬂ}ﬂf ]i_l}}u {m{-lh} A
(i) v (Cambaca( @) v ((ladaba ) id)):

We'll introduce the notations:
Pas=(anbrcnl @) v (anbal kindpvianbal lea( v (and b) A
{ kel
Pepe=(( Bnbaca( ) v ((Tadnba E)ad) v (( Bnba ledal )N
Poe= ()b leynd) v(( bl ki )
By means of these notations we may write:
(29 Fip=AVE,
(30)  Popp=CvDVE)
(313}  Ppe=DvE,
By the notation a(P)cHy we understand that out of all charactenstics of

the proposition P the characteristic ‘a’ has the biggest informational entropy.

In a similar manner we'll interpret the notations we b(Ppg )elHu,

ﬂE.PCDE:IEHM and d{P]]E }EH.H

The characteristics a, b, ¢, d have different probabuliies that arc

determined by a cerlain statistics of the language thal is we take a big amount of
pmp-:rmtmm and we calculate the frequency of the charactenstic ab.cd. This
statistics is the more edifving, the bigger the number of the analysed proposition is.
Like thiz, we obtain the chart:

where:

: . & d

P Po{a) pelb) | pelc) | pold) |

1 Ho(a) | Hyb) Hy(c) Ho(d) |
Pap pfa) | pib) pife) pi(d)
Hya) Hy(b) Hi(c) H(d)
Pene | pala) palb) palc) pd)
: Ha(a) H;(b} Haic} Hy{(d}

. Por | _psa} | pdb) psic) pald)

| | Hya) | Hyb) Mic) | Hx(d)
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Hy(a)= -p(a) log pia) -p( |8 log, pf ), i=0,1.2.3;

H(b)~ -p{b) log; p(b) -p{ b) loga p( b), i70.1,2.3;

Hic)= -p(c) log: pfc) -pd k) loga pf ko, i70,1,23;

H{(d)= -p{d) log, pi(d) -p{ 1) log. p( 1), i-0,1,23;

We suppose that the proposition pe ®is given. Using the precedent chart
let's admit that a(P)=Hy, and in this case from the structure of the proposition P will

be climinated the hypotheses that contwin the characteristic @ so that the
proposition P 1s equivalent to the proposition Pae.

If B{Pup)eHy then from the structure of the proposition Pap will be
eliminated hypotheses that contain the characteristic b and so Pyp is equivalent to
the proposition A, that is P is a proposiion of the type A

If b(Pup)eHy from the structure of the proposion Pag will be
eliminated hypotheses that contain the charactenstic b and so Py 1¢ equivalent to
the proposition of the type B, that is P is a propoesition of the type B.

If a(PjeHy then from the structure of the proposition P will be
eliminated hypotheses that contain the characteristic a and consequently P 1s a
proposition equivalent to the proposition Pepe and if ¢{Peoe) eHy then from the
siructure of the proposition Pepg will be eliminated hypotheses that contain the
characteristic k& and consequently the proposition Pepe is equivalent o the
propesition of the type C, that is P is equivalent to the proposition of the type .

If c(Peoe) @Huy then out of the stracture of the proposition Pepe will be
climinated hypotheses that contain the characteristic ¢ and consequently the
proposition Prpg is equivalent to the proposition Ppg. If d(Ppe) €Hy then from the
structure of the proposition Pog will be climinated hypotheses that contain the
characteristic d and consequently the proposition Ppg is equivalent to the
proposition of the type D, and consequently the proposilion P is equivalent to the
proposition of the type D. If d(Pps) €Hy then from the propogition Ppe will be
climinated hypotheses that contain the charactenstic d and consequently the
proposition Ppg is equivalent to the proposition of the type E, and consequently the
proposilion P is equivalent to the proposition of the type E.

From the former analyses we obtain the followmg logical chart:



READ
pe &
YES EJ.P::‘ 'EH!.'[ O
] _‘I—)
[ P=FopR §

Frimgy

by which we can establish for a given proposition if it isof atype A, B, C. Dor E.

If the process of learming it is necessary Lo go over to a higher level of
study then the hypotheses AB.CDE will change as well as the characteristics
ab.c.d but the method of analysis of the new level of study is the same with the one
presented above.

In the process of leaming an important problem is that to find the
algorithm that would establish the less in time of the authenficity of the informaton
taking into account that the multitude S of subjects liable to the education react in a
different manner after the reception of the information when the system 5 has
become the system 5(t) that depends on the nature of information and on the way it
1% intercepied.
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After a time t the system S(1) doesn’t intercept the information that is
transmitted to it and consequently it (the information) hasn’t a real sapport, thal is
the message transmitied to the system S(t) can't constitute an information.

In this way a wear of information is produced that doesn’t take place m
the process of education but because of some actions that take place in the inner
part (inward) of the system 3({t). This phenomenon is produced because the
information acts upon the system S afier a time t has passed and S couldn’t enlarge
its capacity of perception of the new informations, consequently a loss of perception
takes place and not a consumption of information.

The quality of transmission of an informston of the system 5 1s
established by the error cocffictent k= N : Ny where N is the number of incorrect
bits receipted and Ny is the number of transmitted bits.

Taking into account that the information is transmitted to the system 5 m
bigger inferval than the duration of a bit of information we deduce that k. may be
estimated through the probability P, to recept an incorrect bit in the process of
transmission. The probability to have error when an information is transmitted Lo a
syslem S, 18!

r
1 T =

je Tdx

32 Py =
{ } a M -\IFE i

where N is the level of the varying noise having the dispersion o}, and z=bN, by
being the level of the symbol of information (7.

An important part in the establishing of the superior border, respectively
of the inferior border of the probability Py is played by the function:

g, [0, o) — [0,0) g,(x) = E-nﬂjg*zdi
[k

where a=R, a=1.
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