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solutions of equations
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1 Introduction.

We shall consider in the following the Aitken—Steffensen-like methods and
some conditions under which they generate bilareral sequences for the approx-
imation of the solutions of the scalar squationa,

Let f = a8 C K, a < b, be an interval of the real axis and cunsider the

ecpation
(1.1) Flay=1,
where [ : ] — IR, Let moreowver,

] T—giz}=10
(1.2 r —gy{z) =0,

with g, iy 1 £ — B he other two equations,

We shall asswme that & 7 5 o roel of (1.1), then il alse safisfles both
pquations from (1.2).

The Aitken—Steflensen method consists in the constriction of the sequences
[.E,,J“_._;_“ 2 {2y :IJ"EIJ oz II.E,,J'I:I“::H generated by the following iterative process:

Jr [31_{3_-':1 .i']

= = - , n=0,1..., 2=l
[ (20} g2 (g () s 1] 2

(L) Tap1 = gi (Tn) -

where u, v [| denutes the first order divided difference of f on the points «
and .
The second order divided differences of f will be denoted by [w, v, w; f].
In thia paper we shall show that in the study of the convergence of the
sequences generated by (1.3), an important role is played by the hypothesis of



| (4

corvexity on the function f. We bring sume completions and specifications fo
the results obtained in [3]-[7].

Cuneerning the convexity and the monotomicity of the funetions we shall
cunsider the fullowing definitions (see, for example, [3, p.288-200 and p.3277).

Definition 1.1 The fanciion g : | — B &5 calied fncreasing (nondecreasing,
decreasing, resp. noninereastng) on the wmlerval I 3f for all oy € I, it follows
that [z, 5] =0 (= 0,< 0, resp. <10).

Definition 1.2 The function g : 1 — B s called conves ‘noncencave, con-
cave, vesp, noncenver) i Jor all @ouz € 1 i follows thel 2.9, 219] = 0
(20, <0, resp. < 0.

Some of the usual properties of the convex functions will be used in the
following, and we remind them without proul (see. e.g, [3, pp. 2282000

Denote #ge, () = [ro, ;0] # € 1\ {za} , the slope of the function § st Tu.
The following results hold:

Proposition 1.1 Lef g: { — B be an arvifrary Funetion and oy < £
i, If g i conves on I then sq,., i incregsing ot \{re} -
2, I g is nonconenve on §, then sge, 15 nondecregsing on I hixal .

Proposition 1.2 If g : |a,b[ —= R s nonconcave, then g admils the lefi deri-
vative g (x} and the right derivatine g (z] at any point @ £ la, b, Moreauer,
the functions g, () and gl (z) are nondecrensing on Ja,b] and g () = ol (=)
for all = € Ja, b].

Proposition 1.3 [fg:1 — R i a conver fanction en ! then

1. the funclion g is cordinuwous al any poind @ © int (1] ;

% the function g satisfies the Lipschitz condition on any compact snlerval
eorained by I;

3. the function g 1w devivable on I excepling o subsel of I at most conntable.

Proposition 1.4 Lel g : int (1] — R The following slalements are equito-
leref:

i, the funciton g is conmer on ind (1);

2 for any @ € int (1) there exisls the left derrative of g at 2, g (=), which
is finite and is increasing as a funclion on ind (I}

2. for any x € int (f), there cxists {he right derivative of g af x, g7 (x),
which ix finite and s increasing as o funclion on ind (1.



105

Taking into account the properties expressed in propositions 1.1-1.4, we
are interested in the present note to simplify the hypotheses reguested in [5]-
['.T]. As we ghall see, the convexity properties of the fimetion [ from eqnation
(1.1) play an essential role in the construetion of the functivne g and g; from
(1.2).

2 The monotonicity of the sequences gener-
ated by the Aitken-Steffensen method.

We shall consider the fullowing hypotheses concerning the functions f,g; and
R

(@) the funclion f is conver on I

(B} the functions g, and gz are conbinvous on I

(e} the function gy s nereasing on £

(e} the funclion gq is decreasing on I,

{e) equation (1.1) fas @ undgue solufion T < [;

(f) for any =,y € 1 it follows that 0 < [z,950m] = L.

Concerning the cunvergence of the sequences (@,) .y, U [Tn)), g snd
(2 (g1 15a))) g » the following result hulds, -

Theorem 2.1 If the functions [, g1, go setisfy conditions (o} — (f] and, more-
OVET,

a. the function [ i increasing on [,

i, there exists zy © 1 such that f(ze) < 0 and go (g (20)) € 1,

then the sequences (Tn) g+ (91 (T2 (90 (0 (20)) )z generated by (1.5),
with the inilial approzimation oy considered above, hove the following proper-
ties:

. the sequences () and (g (2,)) are tnerewsing and bounded;

git. the sequence (ge (g1 (Xn})), g 5 decrensing atud bounded,

dify- lim oz, = limg (2,) = lim gal,) =T

Fiy. the following relafions hold:

T = i [.En.]{:j{ L J'..'.T'l E'E:ﬂ:l:l: ﬂ'=':|:.|'-"'
max {& — To 1, ge (g1 (Ea)) — B} < galgn (#0)) — 2w, =01,
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Proof. Since f is increasing on [, f{zg) < 0, and ¥ s the unigque sohitiun
of fiz) = 0 on I, it follows that my < & By ¢) and f), for x < y we get
a () — g () <y — = Now, for y = ¥ one obtaing # — g {2} < D when = < &
and & — g, (z) = 0 when T > &. By ) and zy < T il follows g (o) < gu (B,
ie. gy lzo) < T. Since mp < T, une gets wy = g1 (2o) . By d) and gy (@) < 2
it pesults gy (g (20)) = e (2], Le, g lg (o)) = . By i) and g (dg) = x it
vesults [ (g (x)} < 0. Hypothesis 4, also implies (g1 (o) , g2 (g1 (7]} ] = 0,
whenee, Ly [1.3), one ubtains =) > g1 (To) .

It can be easily verified that the following identities hold [ all 2, g,z € 1

f g () £ g (g ()]

. ] - 3] . - -
E @] 2 TG @) ]

(21) m{z) -

(22) S =fl@)+awfllz—a) + 5w fl(z -2z -9

Since ga (g (Tg)) = T, it follows [ (ga (g1 (ze}}) = U and nsing (2.1} one
obtaing 1 < gu (g1 (xa)) . Now, if in (22) we set z = 3y, T = (%o}, ¥ =
gz (g1 [£g)) aned we take into account (1.3) we et

J: [J-'I} = [,'5‘1 {xa), g2 '::Fif] Eﬂu::'} ;ﬂ'f'l;f] [331 — g [3-':]]'] LT1 = g {[:I'I 'mxullj':'

But f is & convex function, so f{z) = 0 and consequently 3y < T
Summarizing, we have obtained the [ullowing relations

To < g (Te) € B < T < 1y (i (o))

It rernains to prove that u; satisfies hypothesis 41, and the above reasoning
may be repeated.

Since gy is decreasing, g) is increasing and 1y < &, the following inequalities
are true: gy {za) < g (2], ge ln (20)) = ga (g ()

From ; = £ = gu (g1 {31)) = g2 (o [E)), Le. guigy ()] = T, which shows
that ge (g1 (2)) € 1.

Clonsider now &, & I with f{x,) < 0 and g; (g1 (#,)) € L. If in the above
reasoning we take xg = #, we obtain

(2.3} Ty < g {En) < Bt <& < galgn (ma)), n=01...,

and so the affirmations ji, fi and joy of the thevrem are proved. [0 order to
prove Jpf we denote [ = lirn &, Iz = lim gy () and sy = hm gy {gh (zn)) and
wa shall prove that Ij =1y = i3 = T Indeed, bv (2.3) and (b} we get

h<gmh)=h<Z<gin (£},
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e, g ily) =L and so by, < & < go(lh). Since [ is cunvex on I, Proposition
1.3 assures that [ is continuous in §, and by (1.3). passing to limit it fulluwe
ir {!1] = D, i@, .I!l i,

The inequality g (1] = T implies [, = &,

Finally, Iy = g2 (i) = & = flga(l})) = 0, and since I} < g3 (f;) and, at the
same time, (2.1} implies I; = g {11, we ubtain {; = ga () =1L, L]

Analogous resulta hold in the case when [ is decreasing and convex, ur
increasing, resp. decressing and coneave (see [7]).

3 The Steffensen method.

This method is obtained from (1.3) for gy (2] = x for all = £ . For the sake
of simplicity we shall denate in this section gy = g. So, the Steffensen method
reads as

Flza)

a.l =2y — = —_—
|: -:l L1 n lﬂ'"am:l;l';_lf“j;,r.'

We ubserve that the hypotheses (b), (¢) and (f) from the previous section
are anturmatically satisfied for the function g; we have considered here.

Concerning the functions f and g it remains here to make the following
assmptions:

() the function [ s conver on 1]

(b)) the funciion g is decreasing and condinuous on I;

(e1)  equations (1.1} and & — g(z) = 0 have each o wdgne solulfon T C
int. I, which s M sarme

We ohtain the fellowing ronsequences concerning the converge of the method
(3.1):

Corollary 3.1 If the functions [ and g obey (ay)—(cy) and, moreover, [ is
increasing oni I, there exists [ (2] and the peint 29 in [3.1) reay be chozen
such that f{za) < 0 and g(za) € I, then the sequences (Tn), o, and (9 (2 )]y e0
verify the following properiies: -

dp. the sequence (1) .o t5 increasing and bounded;

iy the sequence (g(z,])), -, 18 decroosing avud bowndied;

iy, limx, = limg {:r,,} = T

gy, I S F =g (Xa), -

¥y, max {I — In.9 I:::'Hj o

o
}_:qu._Irj_J'n. T?'_'Dl:l!,u.
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We shall assume in the following that the function f from equation (1.1)
has the form f(z) = & — g{z). In this case {3.1) becumes

(24 — 5 {0 })°

32) 2oy =2n— ; :
{3.2] R T o (g [En)) — 20 {2a) + zq

n=01,..., mmpel.

Concerning the convergence of these iterales we oblain from Corollary 3.1
the following resnlt

Corollary 3.2 [f g is increasing and concave on I, eguation r— g (x) = 0 has
o wnigue solution ¥ € int (1), thers exists o' (F) and the milal approsimalion
is chosen such that xp < g(za), with glza) © 1, then the seguences I:J.'.,_}"._.i_,:I
and (g (x,)), .o generaled by (3.2) verifly the conclusions of Corollery 9.7,

Proof. Since g is decreasing on [, it folluws that [or any =y £ I we have
[z,1n9] < Dandso 1 — [z, 9;4] = 0, ie [z, 97 f) > 0 for all x, € I, which
implies that [ is increasing. On the other hand, for all z, », # £ / we have that
[#, 4.5 F] = — [:r: y,z;_g-]. and since g is concave we obtain that [ is convex.
One can see that the hypotheses of Corollary 3.1 are satisfied. O

4 Applications.

In this sectiun we shall show that the functions gy, s (resp. g) from the
auxiliary equations (1.2) {resp. r — g (x) = 0) may be determined in different
ways, under convexity and monotonicity assnmptions on the function §f [rom
{1.1). such that the essential hypotheses of Theorern 2.1, resp. Corollaries 3.1
and 3.2 are antomatically satisfied.

We shall assuwme that f is increasing and convex on [, ie. furalle o,z £ 1
we have |2,y f] = 0. Let [ov, 3] © int (1), Choose

mim)l=%— % and gofz) =& — 'Lﬁi:%

(the existence of the lateral derivatives ff () and [] () is asanmed by Propo-
sition 1.4.). Obviously, fI{3) > 0 and f (@) = 0, since we have assumed thal
I is incressing on . From the assumption of convexity on f it lollows that
f is continnons on e, 3], and hence g and g; are both continmons on [ex, ],
therefore satisfying hypothesis (5}, On the other hand, for all &, 4 € [, 7] we
have

[z, 3m]=1— ﬁ XTI



109

and since [ is convex we get that [z g f] < 105, ie [z.y:91] = 0 {in other
wurds, ¢; is an increasing function on [o, ).

A similar reasoning lead to the conclusion that gq is a decreasing function
on [ex, 3]

Resuming, une can see that hypotheses (¢] and {d} an both satisfied. The
function f iz sssumed to be inereasing and so hypothesis (e} is verified. Hy-
pothesis (f) is ubadonsly satisfied from relstion

01 [ESTH|

F i

and from the fact that

U R 1,

Wa chouse nuw in [1.3) 1 = o and we assume that gq (g7 (@) =0 4, in which
case the Tunctions £, g, and g satisfy in an obvicus manner the hypotheszes of
Theorem 2.1.

Remarks. 1. From the above reasoning it follows that in order o ol-
tain bilateral appraximation sequences fur the solution & of (1.1), there suf-
fire monotonicity and convexily assumplions on f, followed by the condition
gy (g (wa)) € 1.

2. If we choose 0 =< X < [ (o) = f7 () = Ay, then the funclions

y]I::LZ] = .12—'%%"" ..
i) woammiig)

obev conditions of Thearem 2.1
3. If we chuose the funclions g, g2 given by

i | X
@z = a- 10 =g(),

then the hypotheses of Corollary 3.1 are fulfilled.
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