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ABSTRACT. In this paper we use Picard operators’ technique (see I. A. Rus [21] - [23], [26], [27]
and [31]) to obtain existence, uniqueness and data dependence results for the solution of a boundary
value problem for a functional-differential equation with linear modification of the argument.

1. INTRODUCTION

Many problems from physics, chemistry, astronomy, biology, engineering, so-
cial sciences lead to mathematical models described by functional - differential
equations (see [12] - [15], [17], [18], [24], [34], [35]). The theory of these equations
has developed very much.

For the monographs in the field of functional differential equations we quote
here [1], [2], [4], [5], [7], [9], [10], [15], [16], [20], [21], [27].

The boundary value problems for differential and functional-differential equa-
tions have been considered in many monographs and papers (see [3], [5], [8], [15],
[16], [27], [30], [31], [36]).

In this paper we use Picard operators’ technique and results given by
I. A. Rus in [21]-[23], [25]-[28] and [31] to obtain existence, uniqueness and data
dependence results for the solution of a boundary value problem for a functional-
differential equation with linear modification of the argument.

We remark here that the class of Picard operators and the class of weakly Picard
operators were introduced by Profesor Ioan A. Rus and many results in these
fields have been obtained by him and by his Ph D students (see [32]).

Let (X, d) be a metric space and A : X → X an operator. We denote by FA the
fixed point set of A.

Definition 1.1. (Rus [26]) A is a Picard operator if there exists x∗ ∈ X such that:
1) FA = {x∗};
2) the successive approximation sequence (An (xo))n∈N

converges to x∗, for all
x0 ∈ X.

Definition 1.2. (Rus [25]) A is a weakly Picard operator it the sequence
(An (xo))n∈N

converges for all x0 ∈ X and its limit (which may depend on X0) is
a fixed point of A.
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2. A BOUNDARY VALUE PROBLEM, VIA PICARD OPERATORS

Consider the following problem:

(2.1) −y′′ = f (x, y (x) , y (λx)) , x ∈ [a, b], 0 < a < b, 0 < λ < 1, λb ≥ a

(2.2) y
∣

∣

[0,a] = ϕ, y (b) = β,

where f ∈ C ([a, b] × R × R), ϕ ∈ C[0, a] and β ∈ R.
By a solution of (2.1) and (2.2) we mean a function y ∈ C [0, b] which satisfies

the equation (2.1) and the conditions (2.2).
As it is well known (see [19], [27], [31]) such kind of problems are equivalent

with Fredholm functional-integral equations. The problem (2.1) and (2.2) is to
(2.3) equivalent, where

(2.3) y (x)=







ϕ (x) , x ∈ [0, a]

x−a
b−a

β + b−x
b−a

ϕ (a)+
b
∫

a

G (x, s) f (s, y (s) , y (λs)) ds, if x ∈ [a, b]

and

G : [a, b] × [a, b] → R

is the Green function defined by

G (x, s) =















(s− a) (b− x)

b− a
, s ≤ x

(x− a) (b− s)

b− a
, s ≥ x.

To prove existence and uniqueness for the solution of (2.3), we apply the fol-
lowing well known result:

Theorem 2.1. (Contraction principle ) Let (X (d)) be a complete metric space and
A : X → X a contraction. Then A is a Picard operator.

We have

Theorem 2.2. We suppose that:
(i) f ∈ C ([a, b] × R × R) , ϕ ∈ C[0, a] and β ∈ R;
(ii) there exists L > 0 such that

|f (x, u, v) − f (x, u, v)| ≤ L (|u− u| + |v − v|) ,

for all x ∈ [a, b] and u, u, v, v ∈ R;

(iii) 2L(b−a)2

4 < 1.
Then the equation (2.3) has in C [0, b] a unique solution and this solution can be obtained
by the successive approximation method starting from any element of C [0, b] .

Proof. Consider the operator A : (C [0, b] , ‖·‖C) → (C [0, b] , ‖·‖C) (here ‖·‖C is
the Chebyshev’s norm on C [0, b] defined by ‖y‖C = max

x∈[0,b]
|y (x)|), where

(A (y)) (x) =







ϕ (x) , if x ∈ [0, a]

x−a
b−a

β + b−x
b−a

ϕ (a) +
b
∫

a

G (x, s) f (s, y (s) , y (λs)) ds, if x ∈ [a, b] .
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We have:

| (A (y)) (x) − (A (z) (x)) | = 0, for all x ∈ [0, a]

and

(A (y)) (x) − (A (z) (x)) | ≤ 2L( max
x∈[a,b]

b
∫

a

G (x, s) ds) ‖y − z‖C ,

for all x ∈ [a, b].
It follows that (see [5])

‖A (y) −A (z)‖C ≤
2L (b− a)

2

4
‖y − z‖C , for ally, z ∈ C [0, b] .

Because of (iii), A is a contraction. So A is a Picard operator. �

Now, we consider the following problem:

(2.4) −y′′ (x) = g (x, y (x) , y (λx)) , x ∈ [a, b] , 0 < λ < 1, λb ≥ a,

(2.5) y
∣

∣

[0,a] = ϕ, y (b) = β,

where g ∈ C ([a, b] × R × R) . Here ϕ ∈ C [0, a] and β ∈ R are the same as in the
problem (2.1) and (2.2).

Next, we will use the following result:

Theorem 2.3. (Data dependence theorem) (Rus [27]) Let (X, d) be a complete metric
space and A,B : X → X two operators. We suppose that:

(i) A is α-contraction and FA = {x∗A} ;
(ii) B has fixed points and x∗B ∈ FA;
(iii) there exists δ > 0 such that

d (A (x) , B (x)) ≤ δ, for all x ∈ X.

Then

d (x∗A, x
∗
B) ≤

δ

1 − α
.

We have

Theorem 2.4. We support that all the conditions in Theorem 2.2 are satisfied and
y∗ ∈ C [0, b] is the unique solution of (2.3). Let z∗ ∈ C [0, b] a solution of the prob-
lem (2.4) and (2.5). If there exists η > 0 such that

|f (x, u, v) − g (x, u, v)| ≤ η, for all x ∈ [0, b] and u, v ∈ R,

then

‖y∗ − z∗‖C ≤
η · (b−a)2

8

1 − 2L (b−a)2

4

.

Proof. Let B : C [0, b] → C [0, b], defined by

(B (y)) (x) =







ϕ (x) , if x ∈ [0, a]

x−a
b−a

β + b−x
b−a

ϕ (a) +
b
∫

a

G (x, s) g (s, y (s) , y (λs)) ds, if x ∈ [a, b] .
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We have

|(A (y)) (x) − (B (y)) (x)| = 0, for all x ∈ [0, a]

and |(A (y)) (x) − (B (y)) (x)| ≤ η max
x∈[a,b]

b
∫

a

G (x, s) ds = η
(b−a)2

8 , for all x ∈ [a, b]

(see [5], [27]).
It follows that

‖A (y) −B (y)‖C ≤ η
(b− a)

2

8
.

We apply Theorem 2.3. �

3. THE DEPENDENCE WITH RESPECT TO PARAMETER

In order to study the smooth dependence with respect to parameter, we con-
sider the following boundary value problem with parameter:

(3.6) −y′′ (x) = f (x, y (x) , y (ηx) ;µ) , x ∈ [a, b] , 0 < a < b, 0 < λ < 1, λb ≥ a.

(3.7) y|[0,a] = ϕ, y (b) = β

where f ∈ C ([a, b]) × R × R, ϕ ∈ C [0, a] , β ∈ R, µ ∈ J and J ⊂ R is a compact
interval.

By using the same method as in Theorem 2.2 we obtain the following result:

Theorem 3.5. We suppose that:
(i) f ∈ C ([a, b] × R × R) , ϕ ∈ C [0, a] , β ∈ R and µ ∈ J, J ⊂ R is compact

interval;
(ii) there exists Lf > 0 such that:

∣

∣

∣

∣

∂f (x, u1, u2;µ)

∂ui

∣

∣

∣

∣

≤ Lg , for all x ∈ [a, b] , ui ∈ R, i = 1, 2 and µ ∈ J ;

(iii)
2Lf (b−a)2

4 < 1.
Then the problem (3.6) and (3.7) has in C [0, b] a unique solution y∗ ∈ (x, µ) which

is the uniform limit of the successive approximations sequence.

Now, we prove that y∗ (x, ·) ∈ C1 (J) , for all x ∈ [0, b]. In order to do this, we
need the following result:

Theorem 3.6. (Fiber contraction theorem) (Hirsch, Pugh [11], Rus [28]) Let (X, d)
be a metric space, (Y, ρ) be a complete metric space and T : X×Y → X×Y.We suppose
that:

(i) T (x, y) = (T1 (x) , T2 (x, y)) ;
(ii) T1 : X : X is a weakly Picard operator;
(iii) there exists c ∈]0, 1[ such that

ρ (T2 (x, y) , T2 (x, z)) ≤ cρ (y, z) , for all x ∈ X and all y, z ∈ Y.

Then the operator T is weakly Picard operator. Moreover, if T1 is Picard operator, then
T is Picard operator.

Consider the equation

(3.8) −y′′ (x, µ) = f (x, y (x, µ) , y (λx;µ) ;µ) , x ∈ [a, b] , 0 < λ < 1, µ ∈ J.
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Proof. Consider the operator

B : C ([0, b] × J) → C ([0, b] × J)

where

(B (y)) (x;µ) :=















ϕ (x) , if x ∈ [0, a] , µ ∈ J

x−a
b−a

β + b−x
b−a

ϕ (a) +
b
∫

a

G (x, s) f (s, y (s;µ) , y (λs) ;u) ds,

if x ∈ [a, b] , µ ∈ J

The problem (3.8) and (3.7) is equivalent to the following functional-integral
equation:

(3.9) y (x;µ) =















ϕ (x) , if x ∈ [0, a] , µ ∈ J

x−a
b−a

β + b−x
b−a

ϕ (a) +
b
∫

a

G (x, s) f (s, y (s;µ) , y (λs) ;u) ds,

if x ∈ [a, b] , µ ∈ J

�

We have

Theorem 3.7. We suppose that:
(i) f ∈ C ([a, b] × R × R× J) , ϕ ∈ C [0, a] , β ∈ R;
(ii) there exists Lf > 0 such that

∣

∣

∣

∣

∂f (x, u1, u2;µ)

∂ui

∣

∣

∣

∣

≤ Lf , for all x ∈ [a, b] , ui ∈ R, i = 1, 2 and µ ∈ J ;

(iii) 2Lf(b−a)2

4 < 1.
Then:
(a) the problem (3.8) and (3.7) has a unique solution y∗ = y∗ (x;µ) in C ∈ [0, b]×J ;
(b) y∗ (x, .) ∈ C1 (J) , for all x ∈ [0, b] .

Proof. Consider the operator

B : C ([0, b] × J) → C ([0, b] × J)

where

(B (y)) (x;µ) :=















ϕ (x) , if x ∈ [0, a] , µ ∈ J

x−a
b−a

β + b−x
b−a

ϕ (a) +
b
∫

a

G (x, s) f (s, y (s;µ) , y (λs) ;u) ds,

if x ∈ [a, b] , µ ∈ J.

Let X := C([0, b] × J) be and we denote by ||.||1 the Chebyshev’s norm on
C([0, b] × J).

It is obviously that, if the conditions (i)-(iii) in Theorem 3.7 are satisfied, then
the operator B is a Picard operator. Let y∗(x, µ) its unique fixed point. We sup-

pose that there exists ∂y∗

∂µ
. Then, from (3.10) we have that

∂y∗ (x;µ)

∂µ
= 0 if x ∈ [0, a]
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and

∂y∗ (x;µ)

∂µ
=

b
∫

a

G (x, s)
∂f (s, y∗ (s;µ) , y∗ (λs;µ) ;µ)

∂u1
·
∂y∗ (s;µ)

∂µ
ds

+

b
∫

a

G (x, s)
∂f (s, y∗ (s;µ) , y∗ (λs;µ) ;µ)

∂u2
·
∂y∗ (λs;µ)

∂µ
ds

+

b
∫

a

G (x, s)
∂f (s, y∗ (s;µ) , y∗ (λs;µ)µ)

∂µ
ds, if x ∈ [0, b] , µ ∈ J.

The above relationships suggests us to consider the following operator:

C : X ×X → X, (y, z) → C (y, z) ,

where
C (y, z) (x;µ) := 0, if x ∈ [0, a] , µ ∈ J

and

C (y, z) (x;µ) : =

b
∫

a

G (x, s)
∂f (s, y (s;µ) , y (λs;µ) ;µ)

∂u1
· z (s;µ) ds

+

b
∫

a

G (x, s)
∂f (s, y (s;µ) , y (λs;µ) ;µ)

∂u2
· z (λs;µ) ds

+

b
∫

a

G (x, s)
∂f (s, y (s;µ) , y (λs;µ) ;µ)

∂u
ds, if x ∈ [a, b] and µ ∈ J.

So, we have the triangular operator

A : X ×X → X ×X, (y, z) → (B (y) , C (y, z)) ,

where B is a Picard operator and C (y, ·) : X → X is an α - contraction with

α =
2Lf (b−a)2

4 .

By using Fiber contraction theorem (Theorem 3.2) we obtain that A is a Picard
operator. So, the sequences

yn+1 : = B (yn) , n ∈ N

zn+1 : = C (yn, zn) , n ∈ N

converge uniformly (with respect to x ∈ [0, b] , µ ∈ J) to (y∗, z∗) ∈ FA, for all

y0, z0 ∈ C ([0, b] × J) . If we take, y0 = 0, z0 = ∂y0

∂µ
= 0, then z1 = ∂y1

∂µ
.

By mathematical induction method we have that

zn =
∂yn

∂µ
, for all n ∈ N

∗,

Thus (yn)n∈N
converges uniformly to y∗ and

(

∂yn

∂µ

)

n∈N

converges to z∗. By using

a Weierstrass argument we have that ∂y∗

∂µ
exists and ∂y∗

∂µ
= z∗. �
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Remark 3.1. By the same arguments as above we have that, if f (x, ·, ·, ·) ∈
Ck (R × R×J) , for all x ∈ [0, b] , then y∗ (x; ·) ∈ Ck (J) , for all x ∈ [0, b] .

Remark 3.2. The following boundary value problem with both delayed and ad-
vanced arguments vas studied by I. A. Rus in [30]:

(3.10) −y′′ (x) = f (x, y (x) , y (g (x)) , y (h (x))), if x ∈ [a, b])

(3.11)

{

y (x) = ϕ (x) , if x ∈ [a1, a]
y (x) = ψ (x) , if x ∈ [b, b1] ,

where a1 ≤ a < b ≤ b1, g, h ∈ C ([a, b] , [a1, b1]) , ϕ ∈ C [a1, a] , ψ ∈ C [b, b1] and
f ∈ C

(

[a, b] × R
3
)

.
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[24] Rus, I. A., A delay integral equation from biomathematics, ”Babeş-Bolyai” University, Cluj-Napoca,
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