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The iterates of positive linear operators with the set of
constant functions as the fixed point set

TEODORA CĂTINAŞ1 , DIANA OTROCOL2 and IOAN A. RUS1

ABSTRACT. Let Ω ⊂ Rp, p ∈ N∗ be a nonempty subset and B(Ω) be the Banach lattice of all bounded real
functions on Ω, equipped with sup norm. Let X ⊂ B(Ω) be a linear sublattice of B(Ω) and A : X → X be
a positive linear operator with constant functions as the fixed point set. In this paper, using the weakly Picard
operators techniques, we study the iterates of the operator A. Some relevant examples are also given.

1. INTRODUCTION

Let X be a real Banach space and A : X → X be a linear operator. Let us denote
(AD)A(x∗) := {x ∈ X| An(x) → x∗ as n → ∞} the attraction domain of a fixed point x∗

of the operator A. Let FA := {x ∈ X| A(x) = x} be the fixed point set of A. By definition,
the operator A is weakly Picard operator (WPO) if, X = ∪

x∗∈FA
(AD)A(x∗).

Let us denote by θ the zero element of X . It is clear that (AD)A(θ) is a linear subspace
of X and (AD)A(x∗) = {x∗} + (AD)A(θ), i.e., is an affine subspace of X . This remark
gives rise to the following notion (see [20]).

A partition of X , X = ∪
x∗∈FA

Xx∗ , is a linear fixed point partition (LFPP) of X with

respect to a linear operator A iff:
(i) Xx∗ ∩ FA = {x∗}, ∀x∗ ∈ FA;

(ii) A(Xx∗) ⊂ Xx∗ , ∀x∗ ∈ FA;
(iii) Xθ is a linear subspace of X;
(iv) Xx∗ = {x∗}+Xθ.

The aim of this paper is to study the iterates of a linear operator, in the case of function
spaces, using the technique of LFPP of the space.

2. PRELIMINARIES

Let Ω ⊂ Rp, p ∈ N∗ be a nonempty subset, B(Ω) be the Banach lattice of all bounded
real valued functions on Ω, equipped with sup norm. Let X ⊂ B(Ω) be a linear sublattice
of X and A : X → X be a linear operator with constant functions as the fixed point set.

Following [20], we consider some notions that will be used in the sequel.

Definition 2.1. The operator A : X → X is a weakly Picard operator (WPO) if the se-
quence (An(f))n∈N converges, for all f ∈ B(Ω), and the limit (which may depend on f ) is
a fixed point of A.

Definition 2.2. If A is WPO, then we define the operator A∞, A∞ : X → X , by

A∞(f) := lim
n→∞

An(f).
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We remark that A∞(X) = FA.

Definition 2.3. LetA : X → X be a weakly Picard operator and ψ : R+→ R+ an increasing
function, continuous in 0 and ψ(0) = 0. The operator A is said to be a ψ-weakly Picard
operator (ψ-WPO) iff

d(f,A∞(f)) ≤ ψd(f,A(f)), ∀f ∈ X.

Definition 2.4. The operator A : X → X is a Picard operator (PO) if A is WPO and FA is
a unit set.

Remark 2.1. We observe that Ak(X) is an invariant subset of A for each k ∈ N∗ and
FA ⊂ Ak(X). We suppose that

Ak := A|Ak(X) : Ak(X)→ Ak(X) is WPO.

Then we have that
Ank (u)→ A∞k (u) as n→∞, ∀u ∈ Ak(X),

i.e., An(Ak(f)) → A∞k (Ak(f)) = A∞(f). So, if for some k ∈ N∗, A|Ak(X) is WPO then,
A : X → X is WPO and A∞(f) = A∞k (Ak(f)).

Remark 2.2. Let φ : X → R be a linear functional and A : X → X a linear operator. We
suppose that φ is an invariant functional ofA, i.e., φ(A(f)) = φ(f), ∀f ∈ X . Let us denote,
for λ ∈ R,

Xλ := {f ∈ X| φ(f) = λ}.
Then X = ∪

λ∈R
Xλ is a partition of X. If Xλ ∩ FA = {f∗λ}, ∀λ ∈ R, then, X = ∪

λ∈R
Xλ is a

LFPP of X with respect to A.

We also need the following result.

Lemma 2.1. ([20]) Let A : X → X be a linear operator. We suppose that X = ∪
f∗∈FA

Xf∗ is a

LFPP of X with respect to A. Then:
(i) If A|Xθ : Xθ → Xθ is PO, then A is WPO.

(ii) If A is WPO, then A∞(f) = f∗, ∀f ∈ Xf∗ , f∗ ∈ FA.

As a suggestion for finding a LFPP of the space, the following result is useful.

Theorem 2.1. (Characterization theorem, [15]) An operator A is a weakly Picard operator if
and only if there exists a partition of X, X =

⋃
λ∈Λ

Xλ, such that

(a) A(Xλ) ⊂ Xλ, ∀λ ∈ Λ;
(b) A|Xλ : Xλ → Xλ is a Picard operator, ∀λ ∈ Λ.

The limit behavior for the iterates of some classes of positive linear operators were also
studied, for example, in [2], [3], [8], [9], [12], [16], [18], [19].

3. BASIC RESULTS

Let Ω ⊂ Rp, p ∈ N∗ be a nonempty subset, B(Ω) be the Banach lattice of all bounded
real valued functions on Ω, equipped with sup norm. Let X ⊂ B(Ω) a linear sublattice of
B(Ω) and A : X → X be a linear operator. We have

Theorem 3.2. We suppose that:
(i) X contains all constant functions on Ω;
(ii) FA consists of all constant functions on Ω;
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(iii) X = ∪
λ∈R

Xλ is a LFPP of X with respect to A such that, for some k ∈ N, we have that:

‖A(u)‖ ≤ l ‖u‖ , ∀u ∈ Ak(X0), with some 0 < l < 1.

Then:
(a) A is WPO and A∞(f) = λ,∀f ∈ Xλ, λ ∈ R;
(b)

∥∥Ak(f)−A∞(f)
∥∥ ≤ 1

1−l
∥∥Ak(f)−A(Ak(f))

∥∥ ,∀f ∈ X;

(c)
∥∥An(Ak(f))−A∞(f)

∥∥ ≤ ln

1−l
∥∥Ak(f)−A(Ak(f))

∥∥ ,∀f ∈ X,∀n ∈ N;

(d) if M > 0 :
∥∥Ak(f)−A(Ak(f))

∥∥ ≤ M, ∀f ∈ X, then An(Ak(f))
unif→ A∞(f) as

n→∞, on X.

Proof. (a) Let f, g ∈ Xλ. By linearity of A and by the fact that f − g ∈ X0, it follows
that

‖A(f)−A(g)‖ = ‖A(f − g)‖ ≤ l ‖f − g‖ , with 0 < l < 1, ∀f, g ∈ Xλ, λ ∈ R.

The constant function λ ∈ Xλ is a fixed point of A. Cosequently, we have that A is
a Picard operator, and taking into account (iii), by Theorem 2.1, it follows that the
operator A is a weakly Picard operator, with A∞(f) = λ, ∀f ∈ Xλ, λ ∈ R.

(b) We have
(3.1)∥∥Ak(f)−A∞(f)

∥∥ =
∥∥Ak(f)− λ

∥∥ ≤ ∥∥Ak(f)−A(Ak(f))
∥∥+

∥∥A(Ak(f))− λ
∥∥ ,∀f ∈ X.

By (iii), it follows

(3.2)
∥∥A(Ak(f))− λ

∥∥ ≤ l ∥∥Ak(f)− λ
∥∥ , with f − λ ∈ A(X0).

From (3.1) and (3.2) we get∥∥Ak(f)− λ
∥∥ ≤ ∥∥Ak(f)−A(Ak(f))

∥∥+ l
∥∥Ak(f)− λ

∥∥ .
Then ∥∥Ak(f)−A∞(f)

∥∥ ≤ 1

1− l
∥∥Ak(f)−A(Ak(f))

∥∥ ,∀f ∈ X.
(c) We have∥∥An(Ak(f))−An+p(Ak(f))

∥∥
≤
∥∥An(Ak(f))−An+1(Ak(f))

∥∥+
∥∥An+1(Ak(f))−An+2(Ak(f))

∥∥
+ · · ·+

∥∥An+p−1(Ak(f))−An+p(Ak(f))
∥∥

≤ ln
∥∥Ak(f)−A(Ak(f))

∥∥+ ln+1
∥∥Ak(f)−A(Ak(f))

∥∥
+ · · ·+ ln+p−1

∥∥Ak(f)−A(Ak(f))
∥∥

= (ln + · · ·+ ln+p−1)
∥∥Ak(f)−A(Ak(f))

∥∥
≤ ln

1− l
∥∥Ak(f)−A(Ak(f))

∥∥ , for n ∈ N, p ∈ N∗.

So,
∥∥An(Ak(f))−A∞(f)

∥∥ ≤ ln

1−l
∥∥Ak(f)−A(Ak(f))

∥∥ ,∀f ∈ X,∀n ∈ N.

(d) By (c) we obtain
∥∥An(Ak(f))−A∞(f)

∥∥ ≤ ln

1−lM
unif→ 0.

�

Let us give a class of operators for which the condition (iii) in Theorem 3.2 is satisfied.
Let X := C([0, 1]p), p ∈ N∗, ak ∈ [0, 1]p, k = 0,m, p,m ∈ N∗, are distinct points such

that I := co{ak| k = 0,m} has a nonempty interior, and ψk ∈ C([0, 1]p,R+), k = 0,m. We
suppose that:
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(1) {ψk| k = 0,m} is linearly independent;

(2)
m∑
k=0

ψk(x) = 1, ∀x ∈ [0, 1]p.

Now we consider the following positive linear operator, A : C([0, 1]p) → C([0, 1]p),

A(f) :=
m∑
k=0

f(ak)ψk.

Condition (2) implies that the constant functions are the fixed points ofA. On the other
hand, the condition

(3) rank[ψi(ak)− Im+1] = m

implies that FA is the set of constant functions.
To study the iterates of A, we shall give conditions in which the operator A has an

invariant functional of the following form

φ(f) :=

m∑
i=0

cif(ai),

with some ci ≥ 0, i = 0,m.
We have the following result.

Theorem 3.3. In the conditions (1), (2) and (3), there exists c∗ ∈ Rm+1 such that:

(a) c∗ ≥ 0,
m∑
i=0

c∗i = 1;

(b) the functional, φ : C([0, 1]p)→ R, φ(f) :=
m∑
i=0

c∗i f(ai), is an invariant functional of the

operator A;
(c) if C([0, 1]p) = ∪

λ∈R
Xλ is a LFPP corresponding to φ, and ψi(x) > 0,∀x ∈ I, i = 0,m,

then
∥∥A|X0∩C(I)

∥∥ = l < 1, and so,A|C(I) is WPO andA∞(f) =
m∑
i=1

c∗i f(ai), f ∈ C(I).

Proof. First, we remark that a functional, φ(f) =
m∑
i=0

cif(ai), ci 6= 0, is invariant for A iff:

m∑
i=0

ciψk(ai) = ck, k = 0,m.

Let us consider the subset K ⊂ Rm+1, K := {c ∈ Rm+1| ci ≥ 0,
m∑
i=0

ci = 1}. We take in K

the following function:

T : K → Rm+1, T (c) :=

(
m∑
i=0

ciψ0(ai), . . . ,

m∑
i=0

ciψm(ai)

)
.

Since the matrix [ϕi(ak)] is a stochastic matrix, it follows that T (K) ⊂ K. From the
Brouwer fixed point theorem, there exists c∗ ∈ K such that T (c∗) = c∗. From the con-
dition (3), it follows that there exists such an unique fixed point. So, we have (a) and (b).

Let f ∈ X0, i.e.,
m∑
i=0

c∗i f(ai) = 0, and c∗i > 0, i = 0,m. For f ∈ C(I) ∩X0 we have

|A(f)(x)| =

∣∣∣∣∣
m∑
k=0

f(ak)ψk(x)

∣∣∣∣∣ ≤ max
0≤k≤m

(1− ψk(x)) ‖f‖ =

= l ‖f‖ , with l < 1.

So, ‖A(f)‖ ≤ l ‖f‖ ,∀f ∈ C(I), with φ(f) = 0, and we have (c), from Theorem 3.2. �
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Remark 3.3. ([18]) If ψi, i = 0,m are polynomial functions, then the operator

A : C([0, 1]p)→ C([0, 1]p) is WPO and, A∞(f) =
m∑
i=0

c∗iψi(ai).

For presenting the next result we need the following definition.

Definition 3.5. Let Y ⊂ X be a linear subspace of X. By definition, an element e ∈ Y is
an order unit element if, for any f ∈ Y there exists Mf > 0 such that |f | ≤Mfe. (See, e.g.,
[6], [7], [13].)

In this case we have on Y the Minkowski norm, ‖·‖e , and it follows:
• |f | ≤ ‖f‖e e;
• ‖f‖ ≤ ‖f‖e ‖e‖ .

Theorem 3.4. We suppose that:
(i) A is a linear positive operator;
(ii) X contains all constant functions on Ω;

(iii) FA consists of all constant functions on Ω;
(iv) X = ∪

λ∈R
Xλ is a LFPP of X with respect to A such that, for some k ∈ N∗, Ak(X0) has

an order unit element e.
Then:

(a) An(e)(x) → 0 as n → ∞,∀x ∈ Ω implies that An(f)(x) → λ, ∀x ∈ Ω,∀f ∈ Xλ, λ ∈
R, i.e.,A is WPO with respect to pointwise convergence onX andA∞(f) = λ,∀f ∈ Xλ;

(b) An(e)
‖·‖→ 0⇒ A is WPO with respect to

‖·‖→ and A∞(f) = λ, ∀f ∈ Xλ, λ ∈ R;
(c) if there exists l ∈]0, 1[ such that A(e) ≤ le then:

(1) ‖A(f)‖e ≤ l ‖f‖e ,∀f ∈ Ak(X0);
(2) ‖A(f)−A(g)‖e ≤ l ‖f − g‖e ,∀f, g ∈ Ak(Xλ), λ ∈ R;

(3)
∥∥A(f)−A2(f)

∥∥
e
≤ l ‖f −A(f)‖e ,∀f ∈ Ak(X);

(4) ‖f −A∞(f)‖e ≤
1

1−l ‖f −A(f)‖e ,∀f ∈ Ak(X);

(5) A is ψ−WPO on (X, ‖·‖e) with ψ(t) = t
1−l , t ∈ R+.

Proof. (a), (b) By Lemma 2.1 it is sufficient to prove that A|Ak(X0) is Picard operator. Let
f ∈ Ak(X0). Since e is an order unit for Ak(X0) we have that:

|f | ≤ λ(f)e.

But A is a non-decreasing linear operator and we have that

0 ≤ |An(f)| ≤ An(|f |) ≤ λ(f)Ane→ 0 as n→∞,

i.e., A|Ak(X0) is a Picard operator.
(c) (1) We have

|A(f)| ≤ A(|f |) ≤ ‖f‖eA(e) ≤ ‖f‖e le
= l ‖f‖e e

‖A(f)‖ ≤ ‖A‖ ‖f‖ ≤ ‖f‖eA(e) ≤ ‖f‖e le,
whence it follows

‖A(f)‖e ≤ l ‖f‖e , ∀f ∈ A
k(X0);

(2) We have
|f − g| ≤ ‖f − g‖e e
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|A(f − g)| ≤ A(|f − g|) ≤ ‖f − g‖eA(e) ≤ ‖f − g‖e le
= l ‖f − g‖e e,

so it follows

‖A(f − g)‖e ≤ l ‖f − g‖e , ∀f, g ∈ A
k(Xλ), λ ∈ R;

(3) We have
|f −A(f)| ≤ ‖f −A(f)‖e e

|A(f −A(f))| ≤ A(|f −A(f)|) ≤ ‖f −A(f)‖eA(e) ≤ ‖f −A(f)‖e le
= l ‖f −A(f)‖e e,

whence we obtain∥∥A(f)−A2(f)
∥∥
e
≤ l ‖f −A(f)‖e , ∀f ∈ A

k(Xλ), λ ∈ R;

(4) By Theorem 3.2, (b), we get the result.
(5) By (4) and Definition 2.3 we get the result.

�

4. APPLICATIONS

Example 4.1. Let Ω = ([0,∞[)p, p ≥ 1, X := CB(Ω), φ : X → R, φ(f) := f(0) and
Ak : X → X, k = 1,m a linear operator such that

• Ak(1̃) = 1̃, k = 1,m;
• (Ak(f))(0) = f(0), ∀f ∈ X, k = 1,m.

Let X = ∪
λ∈R

Xλ be the linear partition corresponding to φ.

Let ck ∈ R \ {0}, k = 1,m be such that

• c1 + · · ·+ cm = 0
• |c1|+ · · ·+ |cm| = l < 1.

Let A : X → X be defined by A(f) := f̃(0) +
m∑
k=1

ckAk(f). We remark that φ is an

invariant functional for A.
Now we suppose that: ‖Ak|X0

‖ ≤ 1. Then, from Theorem 3.2, we have:

(i) A is WPO;
(ii) FA = {λ̃| λ ∈ R};

(iii) FA ∩Xλ = {λ̃};
(iv) A∞(f) = f(0),∀f ∈ X ;
(v) ‖f −A∞(f)‖ ≤ 1

1−l ‖f −A(f)‖ ,∀f ∈ X ;

Example 4.2. Let α, β ∈ R, 0 ≤ α < β. We consider the Stancu operator Sm,α,β : C([0, 1]×
[0, 1])→ C([0, 1]× [0, 1]) defined by (see, e.g., [1], [4], [22])

(Sm,α,βf)(x, y) =

m∑
i=0

m∑
j=0

(
m

i

)(
m

j

)
xiyj(1− x)m−i(1− y)m−jf

(
i+ α

m+ β
,
j + α

m+ β

)
.

We remark that the operator Sm,α,β satisfies the conditions of Theorem 3.3. By this
theorem we have the following properties:

(a) the operator Sm,α,β is WPO;
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(b) S∞m,α,β(f) =
m∑
i=0

m∑
j=0

c∗ijf
(
i+α
m+β ,

j+α
m+β

)
, where c∗ij are the unique solutions in K of

the following system

(4.3)
m∑
i=0

m∑
j=0

(
m
i

)(
m
j

) (
i+α
m+β

)k (
1− i+α

m+β

)m−k (
j+α
m+β

)l (
1− j+α

m+β

)m−l
cij = ck,l,

for k, l = 0,m.

For example, for m = 1 the system (4.3) implies:

((1 + β − α)2 − (1 + β)2)c00 + (1 + β − α)(β − α)c01 + (β − α)(1 + β − α)c10

+(β − α)2c11 = 0
(1 + β − α)αc00 + ((1 + β − α)(1 + α)− (1 + β)2)c01 + (β − α)αc10

+(β − α)(1 + α)c11 = 0
α(1 + β − α)c00 + α(β − α)c01 + ((1 + α)(1 + β − α)− (1 + β)2)c10

+(1 + α)(β − α)c11 = 0
α2c00 + α(1 + α)c01 + α(1 + α)c10 + ((1 + α)2 − (1 + β)2)c11 = 0
c00 + c01 + c10 + c11 = 1

and we get

S∞1,α,β(f) =
(α− β)2

β2
f

(
α

1 + β
,

α

1 + β

)
− α(α− β)

β2
f

(
α

1 + β
,

1 + α

1 + β

)
− α(α− β)

β2
f

(
1 + α

1 + β
,

α

1 + β

)
+
α2

β2
f

(
1 + α

1 + β
,

1 + α

1 + β

)
.

Particular cases. For α = 0, β > 0 we have S∞1,α,β(f) = f (0, 0).
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