
CARPATHIAN J. MATH.
Volume 36 (2020), No. 1,
Pages 141 - 146

Online version at https://www.carpathian.cunbm.utcluj.ro/

Print Edition: ISSN 1584 - 2851; Online Edition: ISSN 1843 - 4401

DOI: https://doi.org/10.37193/CJM.2020.01.13

Dedicated to Prof. Hong-Kun Xu on the occasion of his 60th anniversary

Inexact descent methods for convex minimization
problems in Banach spaces

SIMEON REICH and ALEXANDER J. ZASLAVSKI

ABSTRACT.
Given a Lipschitz and convex objective function of an unconstrained optimization problem, defined on a
Banach space, we revisit the class of regular vector fields which was introduced in our previous work on
descent methods. We study, in particular, the asymptotic behavior of the sequence of values of the objective
function for a certain inexact process generated by a regular vector field when the sequence of computa-
tional errors converges to zero and show that this sequence of values converges to the infimum of the given
objective function of the unconstrained optimization problem.

1. INTRODUCTION
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