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A stochastic control problem with regime switching

DRAGOŞ-PĂTRU COVEI and TRAIAN A. PIRVU

ABSTRACT. This paper studies a stochastic control problem with regime switching in a fairly general abstract
setting. Such problems may arise from production planning management. We perform a full mathematical anal-
ysis of this stochastic control problem via the HJB equation and verification. The connection of the optimal con-
trols and subgame perfect controls is discussed, and it is shown that the optimal controls solve the generalized
HJB equation as well. In a special case we provide a closed form solution.

1. INTRODUCTION

Stochastic control problems arise in decision making process, and thus they model a
myriad of real world problems. We have seen a growth in the last decades of applications
of stochastic control in finance, economics, and management science. Our setting is fairly
general, but it was inspired by a number of recent works in production planning manage-
ment. Here is the list of the papers ([1], [2], [4], [6], [7], [10] and [24]) that deal with the cost
minimization problem of a factory which tries to find the optimal production rate in a sto-
chastic demand framework, and facing inventory costs as well. These works served as the
motivation for this paper, which tries to provide an abstract setting, and the mathematical
analysis for the stochastic control, cost optimization problem.

Let us present an overview of stochastic control problems of the type we address. A
pioneer paper is [24] which considers controls to be confined in a bounded domain of RN .
The results of [24] have been generalized to the case RN by [1]. This work shows that
the value function solves the corresponding Hamilton Jacobi Belmann (HJB) equation,
thus providing a partial differential equation (PDE) characterization for the value func-
tion. Next we will focus on stochastic control problems with regime switching since this
is the paradigm of our paper. Regime switching refers to situations when there are several
regimes in the model which make some of the model parameters change with the regime.
Such a modelling approach is not new; in finance for instance periods of bull and bear
markets can be modelled as the two switching regimes/states of the model. The inter-
ested reader can find out more about this financial modelling in [30] and [32] . In produc-
tion management the regime switching can refer to situations when there is an increase in
demand during some economic cycles. In such a context we point to the following papers
[3], [5] and [17]. An extension of [24] to multiple regimes was implemented by [3] which
solves the inventory problem of a company. The work [34], in a regime switching environ-
ment, solves the stochastic control problem faced by an insurance company which tries to
minimize the total cost up to a stopping time. Recently, [29] analyzes a stochastic control
problem in a multi-dimensional diffusion setting with regime-switching and possible un-
bounded controls. They use dynamic programming to characterize the value function as
a viscosity solution of nonlinear quasi-variational inequalities.
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In a stochastic setting this paper considers the minimization problem of a cost func-
tional over an infinite time horizon. The cost functional involves a vector controlled state
process, and its corresponding control. The uncertainty is driven by a multi dimensional
Brownian motion and a Markov chain modelling the regime switching. We tackle this
problem via dynamic programming. By employing probabilistic techniques (the martin-
gale/supermartingale principle) we derive the corresponding Hamilton Jacobi Bellman
(HJB) equation. The later turns out to be in our context an elliptic semilinear system of
partial differential equations. There seems to be no previous mathematical results about
the existence of positive solutions for thus semilinear system. This should not surprise
us since there are some difficulties in analyzing this class of systems that we point to in
the body of the paper. We provide a verification result, meaning that we show that the
solution of the HJB equation gives in turn the optimal controls. Some complications due
to the infinite planning horizon arise in completing this process, and we deal with them
via the well known transversality condition.

In some applications/settings the optimal decisions are time inconsistent, meaning that
they will not be implemented, unless there is a commitment mechanism, because they fail
the optimality when the optimization criterion is updated. One way of addressing this
problem is considering the subgame perfect controls; these are Nash equilibrium con-
trols. The subgame perfect control are time consistent; for more on this see [11], [12] and
[30]. The subgame perfect controls are characterized by a generalized HJB, which is a
fixed point problem, involving the fixed point of a functional coupled with a Hamiltonian
condition and the associated flow. In our setting the optimal controls are time consistent
and as such they are also subgame perfect. We show that the optimal controls solve the
generalized HJB equation and as such they admit a fixed point characterization.

The contributions of this paper are three folds: 1) we characterize the value function
of a infinite horizon stochastic control problem through the HJB equation, through proba-
bilistic methods (martingale/supermartingale principle), and established the verification
(i.e. the solution of the HJB equation is the value function); 2) we introduced the sub-
game perfect controls and have shown that in our setting they coincide with the optimal
controls; 3) an example was provided where we managed to solve the stochastic control
problem in closed form.

The reminder of the paper is organized as follows. Section 2 describes the model and
formulated the stochastic control problem. The next 3 sections provide the analysis of the
stochastic control problem. A section is dedicated to the connection of the subgame per-
fect controls and the optimal controls, as well as the characterization of the later through
the generalized HJB equation leading to a fixed point problem. The paper ends with a
closed form solution in a special case.

2. THE MODEL AND PROBLEM FORMULATION

Let us present the setting. ConsiderW aN−dimensional Brownian motion on a filtered
probability space

(2.1) (Ω, {Ft}0≤t≤T ,F , P ),

where {Ft}0≤t≤T is a completed filtration, and T = ∞ (we deal with the infinite horizon
case). We allow for regime switching in our model; regime switching refers to the situation
when the characteristics of the state process are affected by several regimes (e.g. in finance
bull and bear market with higher volatility in the bear market). The regime switching is
captured by a continuous time homogeneous right continuous Markov chain ε(t) adapted
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to Ft with two regimes good and bad, i.e., for every

t ∈ [0,∞) and ε(t) ∈ {1, 2}.

In a specific application, ε(t) = 1 could represent a regime of economic growth while
ε(t) = 2 could represent a regime of economic recession. In another application, ε(t) = 1
could represent a regime in which consumer demand is high while ε(t) = 2 could repre-
sent a regime in which consumer demand is low.

The Markov chain’s rate matrix is

(2.2) A =

(
−a1 a1
a2 −a2

)
,

for some a1 > 0, a2 > 0. Diagonal elements Aii are defined such that

(2.3) Aii = − Σ
j 6=i
Aij ,

where
A11 = −a1, A12 = a1, A21 = a2, A22 = −a2.

In this case, if pt = E[ε(t)] ∈ R2, then

(2.4)
dpt
dt

= Aε(t).

Moreover

(2.5) ε(t) = ε(0) +

∫ t

0

Aε(u) du+M(t),

where M(t) is a martingale with respect to Ft.
Let us consider a Markov modulated controlled diffusion with controls in feed-back

form

(2.6) dXi(t) = ciε(t)(X(t))dt+ kε(t)dW
i(t), i = 1, . . . N,

for some constants k1 > 0, k2 > 0, and X(0) = x ∈ RN . Here, at every time t, the control
cε(t), is given in feedback form, and the volatility kε(t) depend on the regime ε(t). We allow
the demand to take on negative values. We consider the class of admissible controls, A,
the feedback controls for which the SDE (2.6) has a solution. The vector controlled process
X(t) with components Xi(t), i = 1, . . . N, and t > 0 is called the state process.

Next, for each c ∈ A, we introduce the cost functional, formally defined by

(2.7) J(x, c, i) = E[

∫ ∞
0

e−λε(t)t[fε(t)(X(t)) +
1

2
|c|2ε(t)(X(t))] dt|X(0) = x, ε(0) = i].

where the loss f1, f2 : RN → [0,∞) are continuous, convex functions satisfying

(2.8) there exists Mi > 0 such that fi (x) ≤Mi

(
|x|2 + 1

)
, i = 1, 2.

and λε(t) is a regime dependent (taking on two values λ1 > 0 and λ2 > 0), constant
psychological rate of time discount, whence the exponential discounting.

Our objective is to minimize the functional J , i.e. determine the value function

(2.9) zi(x) = inf J(x, c, i),

and to find the optimal control. The infimum is taken over all admissible controls c ∈ A.
Notice that the discount rate depends on the regime; for more on this modelling approach
see [30].
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Remark 2.1. This setting can be specialized to model a production cost minimization
problem of a factory. In such a case the control c would be the production rate adjusted
for demand (which can be stochastic), and the state process X would be the inventory,
i.e., the number of products of certain types produced. We point the reader to [2], [4], [6],
[7] and [10] for more on this. Regime switching may be added in the modelling of the
management production problem; see for instance [3], [5] and [17] for more on this.

3. DYNAMIC PROGRAMMING APPROACH AND THE HJB EQUATION

In order to obtain the HJB equation we apply the martingale/supermartingale princi-
ple; search for a function u(x, i) such that the stochastic process M c(t) defined below

(3.10) M c(t) = e−λε(t)tu(X(t), ε(t))−
∫ t

0

e−λε(u)u[fε(t)(X(u)) +
1

2
|c|2ε(u)(X(u))] du,

is supermartingale and martingale for the optimal control. If this is achieved together
with the following transversality condition

(3.11) lim
t→∞

E[e−λε(t)tu(X(t), ε(t))] = 0,

and some estimates on the value function yield that

(3.12) zi(x) = −u(x, i) = inf
c∈A

J(x, c, i).

The proof of this statement is done in the Verification subsection.
The infinitesimal generator L of diffusion X is second order differential operator de-

fined by

(3.13) Lcv(x, 1) =
1

2
k1∆v(x, 1) + c1∇v(x, 1) +A11v(x, 1) +A12v(x, 2),

(3.14) Lcv(x, 2) =
1

2
k2∆v(x, 2) + c2∇v(x, 2) +A22v(x, 2) +A21v(x, 1),

(see [26] for more on this). Following this we can state Itô’s formula for Markov modu-
lated diffusion

(3.15) dv(X(t), ε(t)) = Lcv(X(t), ε(t))dt+ kε(t)∇v(X(t), ε(t))dW (t).

The supermartingale/martingale requirement of M c(t) process in (3.10), leads to the
following HJB equation

(3.16)
ki
2

∆u(x, i) + sup
c∈A

[∇u(x, i)c− |c|
2

2
] = fi (x) + (λi + ai)u(x, i)− aiu(x, j),

for i, j ∈ {1, 2}. First order condition yields the candidate optimal control

(3.17) ĉi(x) = ∇u(x, i) = −∇zi(x),

and this leads to the system

(3.18)
ki
2

∆u(x, i) +
|∇u(x, i)|2

2
= fi(x) + (λi + ai)u(x, i)− aiu(x, j),

for i, j ∈ {1, 2}. Alternatively this system can be written in terms of zi(x), (i = 1, 2) to get

(3.19)

{
−k12 ∆z1(x) + |∇z1(x)|2

2 = f1(x)− (λ1 + a1)z1(x) + a1z2(x),

−k22 ∆z2(x) + |∇z2(x)|2
2 = f2(x)− (λ2 + a2)z2(x) + a2z1(x),

x ∈ RN .
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For the particular case a1 = a2 = 0 this system can be solved using the ideas introduced
in [8, 9], see also the recent paper of [4]. Our mathematical results described in the next
section applies to all

k1, k2, a1, a2, λ1, λ2 ∈ (0,∞) ,

and for any f1, f2 : RN → [0,∞) continuous, convex functions satisfying (2.8).

4. THE SOLUTION OF HJB EQUATION

An existence theorem for solutions of (3.19) is formally presented below presented.

Theorem 4.1. The system of equations (3.19) has a unique positive classical convex solution with
quadratic growth, i.e.,

(4.20) zi (x) ≤ Ki(1 + |x|2), for some Ki > 0, i = 1, 2,

and, such that

(4.21) |∇zi(x)| ≤ Ci(1 + |x|), for x ∈ RNand for some positive constant Ci.

We give a detailed proof of Theorem 4.1, which is based on the following two results.

Lemma 4.1. The system of partial differential equations with gradient term (3.19) is equivalent
to the semilinear elliptic system

(4.22)

{
∆u = u (x) [ 2

k21
(f1 (x) + (λ1 + a1) k1 lnu− a1k2 ln v)],

∆v = v (x) [ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v − a2k1 lnu)],
x ∈ RN .

Proof. The change of variable

z1 (x) = k1w1 (x) and z2 (x) = k2w2 (x) ,

transform the system (3.19) into

(4.23)

{
−k

2
1

2 ∆w1 +
k21|∇w1|2

2 = f1 (x)− (λ1 + a1) k1w1 + a1k2w2,

−k
2
2

2 ∆w2 +
k22|∇w2|2

2 = f2 (x)− (λ2 + a2) k1w2 + a2k1w1,

or, equivalently

(4.24)

{
−∆w1 + |∇w1|2 = 2

k21
[f1 (x)− (λ1 + a1) k1w1 + a1k2w2] ,

−∆w2 + |∇w2|2 = 2
k22

[f2 (x)− (λ2 + a2) k2w2 + a2k1w1] .

The change of variable

(4.25) u (x) = e−w1(x) and v (x) = e−w2(x),

transform the system (4.24) into

(4.26)

{
∆u = u[ 2

k21
(f1 (x) + (λ1 + a1) k1 lnu− a1k2 ln v)],

∆v = v[ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v − a2k1 lnu)],

since

(4.27) ∆u (x) = e−w1(x)(−∆w1 (x) + |∇w1 (x)|2),

∆v (x) = e−w2(x)(−∆w2 (x) + |∇w2 (x)|2).

The existence of a solution (u (x) , v (x)) ∈ C2
(
RN
)
× C2

(
RN
)

for the problem (4.22),
such that 0 < u (x) ≤ 1 and 0 < v (x) ≤ 1, for all x ∈ RN , is proved in the following:
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Theorem 4.2. There exist functions u, v, u, v : RN → (0, 1] of class C2
(
RN
)

such that

(4.28)



−∆u (x) + u (x) [ 2
k21

(f1 (x) + (λ1 + a1) k1 lnu (x))] ≤ 2a1
k2
k21
u (x) ln v (x) ,

−∆v (x) + v (x) [ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v (x))] ≤ 2a2
k1
k22
v (x) lnu (x) ,

−∆u (x) + u (x) [ 2
k21

(f1 (x) + (λ1 + a1) k1 lnu (x))] ≥ 2a1
k2
k21
u (x) ln v (x) ,

−∆v (x) + v (x) [ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v (x))] ≥ 2a2
k1
k22
v (x) lnu (x) ,

u (x) ≤ u (x) , v (x) ≤ v (x) ,

in the entire Euclidean space RN . In light of this the system (4.22) possesses an entire solution
(u, v) ∈ C2

(
RN
)
× C2

(
RN
)

with u (x) ≤ u (x) ≤ u (x) in RNand v (x) ≤ v (x) ≤ v (x) in
RN .

Let us point out that the functions (u, v)(resp. (u, v)) are called sub-solution (resp.
super-solution) for the system (4.22).
Proof. In the following we construct the functions (u, v) ,(u, v)which satisfies the inequal-
ities (4.22) in RN . We proceed as in Bensoussan, Sethi, Vickson and Derzko [2], for the
scalar case. More exactly, we observe that there exist

(4.29) (u (x) , v (x)) =
(
eB1|x|2+D1 , eB2|x|2+D2

)
, with B1, B2, D1, D2 ∈ (−∞, 0) ,

such that for all λ1 > 0 and λ2 > 0 the following hold

(4.30)

{
−∆u (x) + u (x) [ 2

k21
(f1 (x) + (λ1 + a1) k1 lnu (x))] ≤ 2a1

k2
k21
u (x) ln v (x) ,

−∆v (x) + v (x) [ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v (x))] ≤ 2a2
k1
k22
v (x) lnu (x) ,

i.e. (u (x) , v (x)) is a sub-solution for the problem (4.22). Indeed, we find B1, B2, D1,
D2 ∈ (−∞, 0) such that the function (u (x) , v (x)) defined (4.29) are solutions for
(4.31) −∆u (x) + u (x) [ 2

k21

(
M1

(
|x|2 + 1

)
+ (λ1 + a1) k1 lnu (x)

)
] = 2a1

k2
k21
u (x) ln v (x) ,

−∆v (x) + v (x) [ 2
k22

(
M2

(
|x|2 + 1

)
+ (λ2 + a2) k2 ln v (x)

)
] = 2a2

k1
k22
v (x) lnu (x) ,

and, then sub-solution for for the problem (4.22). To do this, we write the system (4.31) in
the equivalently form



−2B1

(
2 |x|2B1 + 1

)
− 2B1 (N − 1) + 2

k21

[
M1

(
|x|2 + 1

)
+ (λ1 + a1) k1

(
B1 |x|2 +D1

)]
= 2a1k2

k21

(
B2 |x|2 +D2

)
,

−2B2

(
2 |x|2B2 + 1

)
− 2B2 (N − 1) + 2

k22

[
M2

(
|x|2 + 1

)
+ (λ2 + a2) k2

(
B2 |x|2 +D2

)]
= 2a2k1

k22

(
B1 |x|2 +D1

)
,

or, after rearranging the terms

|x|2
[
−4B2

1 + 2M1

k21
+ 2

k1
(λ1 + a1)B1 − 2a1

k2
k21
B2

]
− 2B1N

+ 2M1

k21
+ 2

k1
(λ1 + a1)D1 − 2a1k2D2

k21
= 0,

|x|2
[
−4B2

2 + 2M2

k22
+ 2

k2
(λ2 + a2)B2 − 2a2

k1
k22
B1

]
− 2B2N

+ 2M2

k22
+ 2

k2
(λ2 + a2)D2 − 2a2k1D1

k22
= 0.
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Now, we consider the system of equations

(4.32)


−4B2

1 + 2M1

k21
+ 2

k1
(λ1 + a1)B1 − 2a1

k2
k21
B2 = 0

−2B1N + 2M1

k21
+ 2

k1
(λ1 + a1)D1 − 2a1

k2
k21
D2 = 0

−4B2
2 + 2M2

k22
+ 2

k2
(λ2 + a2)B2 − 2a2

k1
k22
B1 = 0

−2B2N + 2M2

k22
+ 2

k2
(λ2 + a2)D2 − 2a2

k1
k22
D1 = 0.

Since we wish to analyze the existence of B1, B2, D1, D2 ∈ (−∞, 0) that solve (4.32) we
couple the Equations 1 and 3 together

(4.33)

(
4B2

1 − 2M1

k21

4B2
2 − 2M2

k22

)
=

(
2
k1

(λ1 + a1) −2a1
k2
k21

−2a2
k1
k22

2
k2

(λ2 + a2)

)(
B1

B2

)
,

and, similarly for the Equations 2 and 4

(4.34)
(

2B1N
2B2N

)
=

(
2
k1

(λ1 + a1) −2a1
k2
k21

−2a2
k1
k22

2
k2

(λ2 + a2)

)(
D1

D2

)
.

Clearly ∣∣∣∣∣
2
k1

(λ1 + a1) −2a1
k2
k21

−2a2
k1
k22

2
k2

(λ2 + a2)

∣∣∣∣∣ =
1

k1k2
(4λ1λ2 + 4λ1a2 + 4λ2a1) > 0,

and, so the system (4.33) can be written equivalently as

(4.35)(
−B1

−B2

)
=

1

2λ1λ2 + 2λ1a2 + 2λ2a1

(
k1(λ2 + a2)

a1k
2
2

k1
a2k

2
1

k2
k2(a1 + λ1)

)(
2M1

k21
− 4B2

1
2M2

k22
− 4B2

2

)
.

The existence of B1, B2 ∈ (−∞, 0) can be easy proved by observing that the continuous
functions h1, h2 : (−∞, 0]→ R defined by

h1 (B1) = −4B2
1 + 2M1

k21
+ 2(λ1+a1)B1

k1
− a1

2k21
(λ2 + a2 −

√
λ22 + 2λ2a2 + a22 − 8B1k1a2 + 8M2),

h2 (B2) = −4B2
2 + 2M2

k22
+ 2(λ2+a2)B2

k2
− a2

2k22
(λ1 + a1 −

√
λ21 + 2λ1a1 + a21 − 8B2k2a1 + 8M1),

has the following properties

(4.36) h1 (−∞) = −∞ and h2 (−∞) = −∞,

respectively

(4.37)
h1 (0) = 2M1

k21
− a1

2k21

(
λ2 + a2 −

√
λ22 + 2λ2a2 + a22 + 8M2

)
> 0,

h2 (0) = 2M2

k22
− a2

2k22

(
λ1 + a1 −

√
λ21 + 2λ1a1 + a21 + 8M1

)
> 0.

The observations (4.36) and (4.37) say that the equation

(h1 (B1) , h2 (B2)) = (0, 0) ,

has at least one solution in (−∞, 0) × (−∞, 0) and furthermore it is unique (see also, the
references [18, 19]). Thus, there exist and are unique B1, B2 ∈ (−∞, 0) that solve the
system of equations (4.35).

Next, we observe that the system (4.34) can be written equivalently as(
D1

D2

)
=

(
λ2k1+a2k1

2λ1λ2+2λ1a2+2λ2a1
a1

k22
2λ1λ2k1+2λ1a2k1+2λ2a1k1

a2
k21

2λ1λ2k2+2λ1a2k2+2λ2a1k2

a1k
2
2+λ1k

2
2

2λ1λ2k2+2λ1a2k2+2λ2a1k2

)(
2B1N
2B2N

)
,
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from where we can see that there existB1, B2, D1, D2 ∈ (−∞, 0) that solve (4.32) and then
(u (x) , v (x)) are such that the inequalities in (4.30) hold.

To construct a super-solution it is useful to remember that ln 1 = 0 and then a simple
calculation shows that

(u (x) , v (x)) = (1, 1) ,

is a super-solution of the problem (4.22).
Until now, we constructed the corresponding sub- and super-solutions employed in

the scalar case by [2]. Clearly, (4.28) holds and then in Theorem 4.2 it remains to prove
that there exists (u (x) , v (x)) ∈ C2

(
RN
)
× C2

(
RN
)

with u (x) ≤ u (x) ≤ u (x) in RN and
v (x) ≤ v (x) ≤ v (x) in RN satisfying (4.22).

To do this, let Bk be the ball whose center is the origin of RN and which has radius
k = 1, 2, .... We consider the boundary value problem

(4.38)


∆u = u[ 2

k21
(f1 (x) + (λ1 + a1) k1 lnu− a1k2 ln v)], x ∈ Bk,

∆v = v[ 2
k22

(f2 (x) + (λ2 + a2) k2 ln v − a2k1 lnu)], x ∈ Bk,
u (x) = uk (x) , v (x) = vk (x) , x ∈ ∂Bk,

where uk = u|Bk and vk = v|Bk . In a similar way, we define uk = u|Bk and vk = v|Bk
then uk, uk, vk, vk ∈ C2

(
Bk
)
.

Observing that

inf
x∈RN

u (x) ≤ min
x∈Bk

uk (x) and sup
x∈RN

u (x) ≥ max
x∈Bk

uk (x) ,

inf
x∈RN

v (x) ≤ min
x∈Bk

vk (x) and sup
x∈RN

v (x) ≥ max
x∈Bk

vk (x) ,

a result of Reis Gaete [16] (see also the pioneering papers of Kawano [23] and Lee, Shivaji
and Ye [25]), proves the existence of a solution (uk, vk) ∈

[
C2 (Bk) ∩ C

(
Bk
)]2

satisfying
the system (4.38). The functions (uk, vk) also satisfy

uk (x) ≤ uk (x) ≤ uk (x) , x ∈ Bk,
vk (x) ≤ vk (x) ≤ vk (x) , x ∈ Bk.

By a standard regularity argument based on Schauder estimates, see Tolksdorf [31, 17,
proposition 3.7, p. 806] and Reis Gaete [16] for details, we can see that for all integers
k ≥ n + 1 there are α1, α2 ∈ (0, 1) and positive constants C1, C2, independent of k such
that

(4.39)

{
uk ∈ C2,α1

(
Bn
)

and |uk|C2,α1(Bn) < C1,

vk ∈ C2,α2
(
Bn
)

and |vk|C2,α2(Bn) < C2,

where |◦|C2,◦ is the usual norm of the space C2,◦ (Bn). Moreover, there exist constants:
C3 independent of uk, C4 independent of vk and such that

(4.40)


max
x∈Bn

|∇uk (x)| ≤ C3max
x∈Bk

|uk (x)| ,

max
x∈Bn

|∇vk (x)| ≤ C4max
x∈Bk

|vk (x)| .

The information from (4.39) and (4.40) implies that {(∇uk,∇vk)}k as well as {(uk, vk)}k
are uniformly bounded on Bn. We wish to show that this sequence {(uk, vk)}k contains
a subsequence converging to a desired entire solution of (4.22). Next, we concentrate our
attention to the sequence {uk}k. Using the compactness of the embedding C2,α1

(
Bn
)
↪→

C2
(
Bn
)
, enables us to define the subsequence

ukn := uk|Bn , for all k ≥ n+ 1.
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Then for n = 1, 2, 3, ... there exist a subsequence {uknjn }k≥n+1,j≥1 of {ukn}k≥n+1 and a
function un such that

(4.41) uknjn → un,

uniformly in the C2
(
Bn
)

norm. More exactly, we get through a well-known diagonal
process that

uk111 , uk121 , uk131 , ... −→ u1 in C2
(
B1

)
,

uk212 , uk222 , uk232 , ... −→ u2 in C2
(
B2

)
,

uk313 , uk323 , uk333 , ... −→ u3 in C2
(
B3

)
,

...

Since RN =
∞
∪
n=1

Bn, we can define the function u : RN → [0,∞) such that

u (x) = lim
n→∞

un (x) .

Let us give the construction of the function u for the problem (4.22). This is obtained by
considering the sequence (ukddd )d≥1 and the sequence (ukndn )k≥n+1, restricted to the ball
Bn, which are such that

ukndn
d→∞→ un := u (x) for all x ∈ Bn,

and then, for d→∞we obtain

ukddd
d→∞→ u (x) in C2

(
RN
)

,

according with the diagonal process. Furthermore, since

u (x) ≤ ukddd ≤ u (x) , for x ∈ RN ,

and for each d = 1, 2, 3, ... the following relation is valid

u (x) ≤ u (x) ≤ u (x) , for x ∈ RN .

We employ the same iteration scheme to construct the function v : RN → [0,∞) such that

v (x) = lim
n→∞

vn (x) .

From the regularity theory the solution (u, v) belongs to C2
(
RN
)
×C2

(
RN
)

and satisfies
(4.22). This completes the proof of Theorem 4.2.
Proof of Theorem 4.1. As easily verified, the existence of solutions is proved by Lemma
4.1 and Theorem 4.2. Then it remains to prove (4.20).

A recapitulation of the changes of variables says that

(4.42) z1 (x) = −k1 lnu (x) and z2 (x) = −k2 ln v (x) ,

is a solution for (3.19). Observing that

u (x) = eB1|x|2+D1 ≤ u (x) ≤ u (x) = 1, x ∈ RN ,

it follows that
B1 |x|2 +D1 ≤ lnu (x) ≤ ln 1,

and then
0 ≤ −k1 lnu (x) ≤ −k1B1 |x|2 − k1D1,

or equivalently

0 ≤ z1 (x) ≤ K1

(
|x|2 + 1

)
, for x ∈ RN and K1 = max{−k1B1,−k1D1}.
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In the same way

0 ≤ z2 (x) ≤ K2

(
|x|2 + 1

)
, for x ∈ RN and K2 = max{−k2B2,−k2D2},

and the proof is completed.
By classical arguments the solution (z1 (x) , z2 (x)) is convex. Since (z1 (x) , z2 (x)) veri-

fies (4.20) the inequality (4.21) follows from [14, Lemma 1, p. 24] (see also the arguments
in [15, Theorem 1, p. 236]). The uniqueness of such a solution follows from the result
of [13, 22] (see also the former papers of [20, 21]), since for our system their comparison
results can also be set in RN , instead of a domain Ω ⊂ RN . The proof is completed.

5. VERIFICATION

In this section we establish the optimality of control

(5.43) ĉi(x) = ∇u(x, i) = −∇zi(x).

Its associated Markov modulated diffusion is

(5.44) dXi(t) = ĉiε(t)(X(t))dt+ kε(t)dW
i(t), i = 1, . . . N.

The verification theorem proceeds with the following steps:
First Step: To establish the solution for SDE (5.44) one can apply the result of Section 2

in [26]; since one of the conditions is satisfied in light of (4.21), it only remains to check for
the locally Lipschitz property of x→ ∇zi(x).According to [27] Lemma 1.2.3, the Lipschitz
property of convex functions’ gradient is equivalent to a quadratic upper bound on the
function. Thus, in light of (4.20), the locally Lipschitz property of x → ∇zi(x) yields, so
SDE (5.44) has a unique solution.

Second Step: Let X(t) be the solution of (5.44). In light of (4.21) one can get using
exercise 7.5 of [28] that

(5.45) E |X(t)|2 ≤ C1e
C2t,

for some positive constants C1, C2.
Third Step: The set of acceptable controls that we consider is encompassing of controls

c for which

(5.46) J(x, c, i) = E[

∫ ∞
0

e−λε(t)t[fε(t)(X(t)) +
1

2
|c|2ε(t)(X(t))] dt|X(0) = x, ε(0) = i] <∞,

and the following transversality condition

lim
t→∞

Ee−λε(t)t |X(t)|2 = 0,

is met. Because of (4.21), estimates (4.20), (5.45), the candidate optimal control ĉ of (5.43)
verifies that J(x, c, i) < ∞, for λ1, λ2 large enough. Moreover, there exist λ1 > 0 and
λ2 > 0 large enough such that the transversality condition (3.11) is met because of (4.20)
and (5.45). Also the control c = 0, is an acceptable control.

In light of the quadratic estimate on the value function (see (4.20) in theorem 2.1), the
transversality condition implies that

(5.47) lim
t→∞

Ee−λε(t)tu(X(t), ε(t)) = 0.

Fourth Step: Recall that

(5.48) M c(t) = e−λε(t)tu(X(t), ε(t))−
∫ t

0

e−λε(u)u[fε(t)(X(u)) +
1

2
|c|2ε(u)(X(u))] du.
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Therefore, the Itô’s Lemma yields for the optimal control candidate, ĉ

dM c (t) = e−λε(t)tkε(t)∇u(X(t), ε(t))dW (t).

Consequently M ĉ(t) is a local martingale. Moreover, for λ1, λ2 large enough, in light of
(4.21), and (5.45),

E

∫ t

0

e−2λε(s)sk2ε(s) |∇u(X(s), ε(s))|2 ds ≤ C,

for some positive constants C. This in turn makes M ĉ(t) a (true) martingale.
Fifth Step: This step establishes the optimality of ĉ of (5.43). The HJB equation (3.16) is

equivalent to
sup
c
Lcu(x, i) = 0, Lĉu(x, i) = 0, i = 1, 2.

The martingale/supermartingale principle yields

Ee−λε(t)tu(X(t), ε(t))− E
∫ t

0

e−λε(u)u[fε(t)(X(u)) +
1

2
|ĉ|2ε(u)(X(u))] du = u(x, ε(0)),

and

Ee−λε(t)tu(X(t), ε(t))− E
∫ t

0

e−λε(u)u[fε(t)(X(u)) +
1

2
|c|2ε(u)(X(u))] du ≤ u(x, ε(0)).

By passing t→∞ and using transversality condition (5.47) we get the optimality of ĉ.

6. A FIXED POINT CHARACTERIZATION OF OPTIMAL CONTROLS

6.1. The subgame perfect controls. For a controll {c(t)}t≥0 and its corresponding state
process {X(t)}t≥0 given by (2.6), we follow [11] to give a rigorous mathematical formula-
tion of the subgame perfect production controls in the formal definition below.

Definition 6.1. Let F = (Fi, i = 1, . . . N) : R× {1, 2} → RN be a vector map such that for
any x > 0 and i ∈ {1, 2}

(6.49) lim inf
ε↓0

J(x, c̄, i)− J(x, cε, i)

ε
≤ 0,

where the subgame perfect controls

c̄(s) , F (X̄(s), ε(s)).

Here, the process {X̄(s)}s≥0 is the state process corresponding to {c̄(s)}s≥0. The control
{cε(s)}s≥0 is defined by

(6.50) cε(s) =

{
c̄(s), s ∈ [0,∞]\Eε,0
c(s), s ∈ Eε,0,

with Eε,0 = [0, ε]; {c(s)}s∈Eε,0 is any control. If (6.49) holds true, then {c̄(s)}s≥0 is a
subgame perfect control.

Let us remark that the optimal control

(6.51) ĉi(x) = ∇u(x, i) = −∇zi(x),

given by (3.17) of the previous section is a subgame perfect control with

F (x, i) , −∇zi(x),

since

ĉi = arg min
c
J(x, c̄, i)
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and thus (6.49) is automatically satisfied.

6.2. The value function and the generalized HJB equation. Inspired by [11], the value
function zi : RN × {1, 2} → R is a C2 function, convex defined by

(6.52) zi(x) , E[

∫ ∞
0

e−λε(t)t[fε(t)(X̄(t)) +
1

2
|F (X̄(t), ε(t))|2] dt|ε(0) = i]

Recall that {X̄(s)}s≥0 is the state process corresponding to {c̄(s)}s≥0, and given by (2.6).
Moreover, take

(6.53) F (x, i) , −∇zi(x), i ∈ {1, 2}

The following system of equations (6.52), (2.6), and (6.53) are called generalized HJB
equation. It can be shown as in [11] that a solution zi(x), i ∈ {1, 2} to this generalized HJB
equation leads to a subgame perfect control through (6.53). The generalized HJB equation
is a fixed point type equation (6.52), coupled with a Hamiltonian condition, (6.53), and a
stochastic flow equation, (2.6). The fixed point equation (6.52) defined the value function
as the continuation cost. There is an economical interpretation of this; if the decision
maker implements the control according to (6.52), given the current time, state i of the
Markov chain, and inventory x, and evaluates the expected cost criterion, then this will
turn out to be exactly zi(x),

Next we show that under C1,2 differentiability assumption, the solution of the gener-
alized HJB equation solves the HJB equation as well. Indeed, the process

(6.54) MF (t) = e−λε(t)zε(t)(X(t))−
∫ t

0

e−λε(u)u[fε(t)(X̄(u)) +
1

2
F (X̄(u), ε(u))|2 du.

is a martingale. By applying Itô’s Lemma and setting the drift to 0 we get that zi(x),
(i = 1, 2) solve (3.19). Conversely the solution of the HJB equation together with the
transversality condition makes the process in (6.54) a martingale (choosing F as in (6.52)).
The martingale property and the transversality condition yields (6.53) whence the gener-
alized HJB equation.

Therefore zi(x), i = 1, 2 of (3.19) admits a fixed point characterization through equa-
tions (6.52) and (6.53).

7. SPECIAL CASE

In the following we manage to obtain a simple closed form solution for our system
given a special loss functions of the type f1(x) = f2 (x) = |x|2. That is, assume

(7.55)

 ∆u = u (x) [ 2
k21

(
|x|2 + (λ1 + a1) k1 lnu− a1k2 ln v

)
],

∆v = v (x) [ 2
k22

(
|x|2 + (λ2 + a2) k2 ln v − a2k1 lnu

)
],

x ∈ RN .

Then, by the same arguments used for (4.32), the unique solution for the problem (7.55) is

(u (x) , v (x)) =
(
eB1|x|2+D1 , eB2|x|2+D2

)
,

with B1, B2, D1, D2 ∈ (−∞, 0) solving the elementary system of nonlinear equations

(7.56)


−4B2

1 + 2
k21

+ 2
k1

(λ1 + a1)B1 − 2a1
k2
k21
B2 = 0

−2B1N + 2
k1

(λ1 + a1)D1 − 2a1
k2
k21
D2 = 0

−4B2
2 + 2

k22
+ 2

k2
(λ2 + a2)B2 − 2a2

k1
k22
B1 = 0

−2B2N + 2
k2

(λ2 + a2)D2 − 2a2
k1
k22
D1 = 0,
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for which we know there exists a unique solution in light of Theorem 4.2. Let us point out
that (4.25) implies
(7.57) z1 (x)=−k1

(
B1 |x|2+D1

)
>0 and z2 (x)=−k2

(
B2 |x|2+D2

)
>0 for all x ∈ RN ,

i.e. (z1 (x) , z2 (x)) is the positive solution obtained with the above procedure. For the
stochastic control problem we choose the positive solution, i.e., the one given in (7.57).

Let us provide an lower bound estimate for λ1, λ2 in this special case, so that transver-
sality condition

lim
t→∞

E[e−λε(t)t|X(t)|2] = 0,

holds true. The SDE system (5.44) in this case becomes

dXi(t) = 2kε(t)Bε(t)X
i(t)dt+ kε(t)dW

i(t), i = 1, . . . N.

By applying Itô’s Lemma one gets

d(Xi(t))2 = 2Xi(t)dXi(t) + dXi(t)dXi(t)

= [2kε(t)Bε(t)(X
i(t))2 + k2ε(t)]dt+ 2Xi(t)kε(t)dW

i(t).

Let us denote Fi(t) = E[(Xi(t))2]. By taking expectations in the above equation we get

Fi(t) = E

[∫ t

0

[2kε(s)Bε(s)(X
i(s))2 + k2ε(s)]ds

]
+ (Xi(0))2.

Then, in the light of the above equation and negativity of B1, B2, we get that Fi(t) has
linear growth. Therefore, the transversality condition to holds true.

In summary, in this article we have reduced the stochastic production planning prob-
lem with regime switching in the economy to the demonstration of the existence of a
unique solution to a system of partial differential equations.
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