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Halpern subgradient extragradient algorithm for solving
quasimonotone variational inequality problems

PONGSAKORN YOTKAEW!, HABIB UR REHMAN 2, BANCHA PANYANAK 3* and
NUTTAPOL PAKKARANANG?t

ABSTRACT. In this paper, we study the numerical solution of the variational inequalities involving quasi-
monotone operators in infinite-dimensional Hilbert spaces. We prove that the iterative sequence generated by
the proposed algorithm for the solution of quasimonotone variational inequalities converges strongly to a solu-
tion. The main advantage of the proposed iterative schemes is that it uses a monotone and non-monotone step
size rule based on operator knowledge rather than its Lipschitz constant or some other line search method.

1. INTRODUCTION

Assume that £ is a real Hilbert space and X be a nonempty closed convex subset of £.
Let £ : £ — & be an operator. The problem (VIP) for £ on K is defined as follows [17, 24]:

(VIP) Find z* € K such that (£(z*),y —2*) >0, Vy € K.

Our main concern here is to study the iterative methods that are used to approximate
the solution of the variational inequality problem (shortly, VIP) involving quasimonotone
operators in any real Hilbert space. In order to prove the strong convergence, it is consid-
ered that the following conditions have been satisfied:

(£1) The solution set of a problem (VIP) is denoted by VI(K, £) and it is nonempty;
(£2) An operator L : £ — £ is said to be quasimonotone if

QM) (L)sy2 —y1) > 0= (L(y2), 11 —y2) <0, Vy1,52 € K;

(£3) An operator £ : £ — £ is said to be Lipschitz continuous if there exists a constant
L > 0 such that

(LO) 1L(y1) — L(y2)|| < Lllya — v2ll, Yy1,92 € K;

(£4) An operator L : £ — £ is said to be sequentially weakly continuous if {L(x,,)} con-
verges weakly to L(x) for each sequence {z,,} converges weakly to .

It is well-established that the problem (VIP) is an important problem in the field of non-
linear analysis. It is an important mathematical model that unifies many crucial concepts
in applied mathematics, such as a nonlinear system of equation, optimization conditions
for problems with the optimization problems, the complementarity problems, the net-
work equilibrium problems and finance (see for more details [8, 12, 13, 15, 16, 21, 25]). As
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a consequence, this concept has various applications in the field of engineering, mathe-
matical programming, network economics, transport analysis, game theory and computer
science.

The regularized and the projection methods are two prominent and general iterative
schemes to approximate a solution to the variational inequalities. It is also noted that the
first approach is most commonly used to solve variational inequalities accompanied by
the class of monotone operators. The regularized subproblem in this method is strongly
monotone and its unique solution exists more conveniently than the initial problem. In
this paper, we look at some well-known projection methods that are well-known for their
ease of numerical computation. The first well-known projection method is the gradi-
ent projection method that is used to solve variational inequalities. Moreover, several
other projection methods have been established including the well-known extragradient
method [18] the subgradient extragradient method [4, 5] and others in [6, 26, 20, 30, 11]
and others in [22, 7, 23, 14, 9, 27, 28, 2, 1, 10]. The above numerical techniques are used to
examine the variational inequalities involving monotone, strongly monotone, or inverse
monotone. The common feature of these methods is that fixed or variable step size rules
are frequently used in constructing approximation solutions and establishing their con-
vergence, depending on the Lipschitz constant of the involved operator. This can limit
implementations because these parameters may be undefined or difficult to approximate
in some situations.

The aim of this paper is to examine the quasimonotone variational inequalities in infinite-
dimensional Hilbert space and to verify that the iterative sequence proposed by the extra-
gradient algorithm for solving quasimonotone variational inequalities converges strongly
to a solution. The proposed subgradient extragradient algorithm uses both the monotone
and the new non-monotone variable step size rule.

The paper is arranged in the following manner. In Sect. 2, some preliminary results
were presented. Sect. 3 gives two new algorithms and their convergence analysis. Finally,
Sect. 4 gives some numerical results to explain the practical efficiency of the proposed
methods.

2. PRELIMINARIES
Forall z,y € £, we have
lz + ylI* = lll|* + 2¢2, y) + [ly]1*.
A metric projection Pic(y1) of y1 € £ is defined by
P(y1) = argmin{[lyr — g2 < y2 € K}

Lemma 2.1. [3] Forall y1,y, € Eand ¢ € R. Then
@) 1y + (1 = Ooall® = Ll |* + (1 = Ollgal* = (1 = Ollyr — v2*.
(i) flyr + v2ll® < [lyall* + 2(y2, y1 + ).

Lemma 2.2. [29] Let {p,,} C [0, +0c0) be a sequence such that

Pn+1 S (]- - Qn)pn + dnTn, Vn S N
Moreover, two sequences {q,} C (0,1) and {r,} C R satisfying the following conditions:

+oo
lim ¢, =0, Z gn = +oo and limsupr, < 0.

n—-+oo
n—1 n—-+4o0o

Then, lim,, 4 oo pr, = 0.
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Lemma 2.3. [19] Let {p,} be a sequence and there exists a subsequence {n;} of {n} such that
Pn; < Pniyyy, ViEN
Then, there exists a nondecreasing sequence my, C N such that mj, — +oo as k — o0, and
satisfying the following inequality for k € N:
pm;c S pmk+1 andpk} S pmk+1~
Indeed, my, = max{j < k:p; <pjt1}.

3. MAIN RESULTS

In this section, we propose an initial method to solve quasimonotone variational in-
equalities in real Hilbert spaces and prove a strong convergence result for the proposed
method. The first method involves the monotonic self-adaptive step rule to make the
method independent of the Lipschitz constant. The first method is written as follows:

Algorithm 1 (Monotonic Explicit Halpern-Type Subgradient Extragradient Method)

Step 0: Let z1 € IC, p1 > 0, € (0,1) and {,,} C (0, 1) meet the following conditions:

“+00
ngrfoo v, = 0 and zjlfyn = +o0.
n—=

Step 1: Compute y,, = Px(x, — pnL(xy)). If 2, = y,,, STOP. Otherwise, go to Step 2.
Step 2: Compute z, = Pg, (zr, — pnL(yn)) where
En = {Z €& <xn - Pnﬁ(ﬂfn) —Yn, 2 — yn> < O}

Step 3: Compute 2,11 = V21 + (1 — ¥0) 2n-
Step 4: Compute

: N”wn_yn”Z'f‘NHZn—ynH2 f £ _ £ _ 0
(1) pus1 = mm{p " 2[<£<xn>—a<yn>,z"—yn>]} (L) = L) 20 = 9 >0

Py otherwise.

Set n :=n + 1 and go back to Step 1.

Lemma 3.4. A sequence {p,,} generated by (3.1) is monotonically decreasing and convergent.

Proof. Due to the Lipschitz continuity of a mapping L there exists a fixed number L > 0.
Suppose that (L£(z,) — L(yn), 2n — yn) > 0 such that

plllzn =yl + llzn = ynll®) o 26ll2n = ynllllzn = yal
2<L(xn) — L(Yn), 2n — yn> T 2[|L(zn) = L(yn) 2 — yull

2L[|xn — ynllllzn — ynll L

We can easily determine that the sequence {p,, } is bounded and monotonically decreasing.
Hence, sequence {p,, } is convergent to some p > 0. O

Lemma 3.5. Let £ : € — & be an operator satisfies the conditions (£1)-(L4). For z* €
VI(K, L) # 0, we have

o = @17 < lan =22 = (1= L2l = gl = (1= L2 ) 120 - %
Pn+1 Pn+1
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Proof. Now consider that

2n = @*||* = || Pe. [2n = pulyn)] — 2"
= || Pe, [0 = pnL(yn)] + [2n — pnL(yn)] = [#n — puL(yn)] —
= |[fzn = pn L)) — 2°|* + || Pe, [n — puLya)] = (20 — puLlyn)]]
(33) +2(Pe, [0 — pnLlyn)] — [0 — pnﬁ(yn)], [0 — pnL(yn)] — %)

By using 2* € VI(K,L) C K C &,, we get
1Pe. (20 = pul)] = [en = pu Ly
+(Pe,[n = pnL(yn)] = [Tn = puLlyn)], [Tn — puLllyn)] — ")
(3.4) = ([zn = pnL(Yn)] = Pe,[2n — pnL(yn)], 2" = Pe, [0 — pnLyn)]) <O.
Thus, above expression implies that
(Pe,lwn = pul(yn)] = [zn = puLyn)], [tn — puLlyn)] — z7)
(35) < —[|Pe, [ — L)) = [n = pu L)l
From expressions (3.3) and (3.5), we obtain
lzn =22 < o = pulyn) =" ||* = | Pe, [ = paLllya)] = 20 = puLly)]||”
(3.6) < Nlzn = 21 = 2w — 2ll® + 2pn( L), 2 — 20).
Since z* is the solution of problem (VIP), we have
(L(z*),y—x*y >0, forall y € K.
Due to the mapping £ on K, we obtain
(L(y),y —z*) >0, forall y € K.
By substituting y = y,, € K, we get
(L(yn),yn —2") 2 0.
Thus, we have
B7)  {Llyn), ™ —zn) = (LWn): 2" = Yn) + (LWn),Yn — 2n) < (LYn),Yn — 2n)-
Combining expressions (3.6) and (3.7), we obtain
l2n = 21 < llon = 21 = 2 = 20ll* + 200 {L(yn), Yn — 2n)
P = Nl = o +yn = 2l + 200 (LYn), Yy — 2n)
(3.8) <lon =21 = o = ynll* = lyn = 2all® + 2(zn = PuLYn) = Yn, 20 = Yn)-

Note that z, = Pg, [z, — pnL(yn)] and by the definition of p,,+1, we have

<|lzn —=

2<-73n = PnL(Yn) = Yn, 20 — yn>
= 2<xn — PnL(Tn) = Yn, 2n — yn> + 2pn<£($n) = L(Yn)s 2n — yn>
< 2 2pnia{L(n) = £lvm): 20 = )
HPn HPn
(3.9) < ||xn_ynH2 [ _yn”2'
p p

n+1 n+1
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Combining expressions (3.8) and (3.9), we obtain

2n — 2* H2
* Pn
< lzn — 21 = |20 — yall® = llyn — 2all® + e (1l = yall? + pll2n — ynll?]
* HPn HPn
(310) < flan = a2 = (1= L2 )z — gal® = (1= L2 )2 - a2
Pn+1 Pn+1
]
Lemma 3.6. Let £ : £ — & be an operator satisfying the conditions (L£1)—(L£4). If there exists a
subsequence {x,, } weakly convergent to & and limy_, o0 ||€n, — Yn, || = 0. Then, & is the solution
of the problem (VIP).
Proof. Since {z,, } weakly convergent to & and due to limy_,« ||Zn, — Yn, || = 0, sequence

{yn, } also weakly convergent to . Next, we need to prove that £ € VI(K, £). Indeed, we
have

Ynyp = P’C[xnk - pnkﬁ(xnk)]
that is equivalent to

(311) <mnk - pnkﬁ(xnk) “—YnpHr Y — y’ﬂk> < 07 Vy € K.
The inequality mentioned above implies that
(3.12) (Tn, = Ynr ¥ — Yni) < P (AL(Tn)s Y — Yny)y Yy € K.

Thus, we obtain

1
(313) T<erk — Yy Y — y’nk> + <L(l‘nk), Yny — xnk> S <£(xnk)a Yy — xnk>7 Vy € K.

Nk

Sincemin { £, p1 } < p < p1 and {w,, } is abounded sequence. By the use of limj, o [|#n, —
Yn, || = 0 and k — oo in expression (3.13), we obtain

(3.14) liminf(L(xy, ),y — 2n,) >0, Yy € K.
k—o0
Moreover, we have

<[’(ynk)v Y- ynk>

(315) = <£(y’ﬂk) - ‘C(‘Tnk)’y - xnk> + <‘C(‘r’ﬂk)’y - wnk> + (‘C(ynk)axnk - ynk)
Since limy o0 || 0, — Yn, || = 0 and £ is L-Lipschitz continuity on £ implies that
—00

which together with expressions (3.15) and (3.16), we obtain
(3.17) hgninf(ﬁ(ynk),y —Yn,) >0, Vy e K.
— 00

To prove further, let us take a positive sequence {¢;} that is convergent to zero and de-
creasing. For each {¢;} we denote by m;, the smallest positive integer such that
(3.18) (L(xn,),y — xn,) + € >0, Vi>my

where the existence of my, follows from expression (3.17). Since {e;} is decreasing and it
is easy to see that the sequence my, is increasing.

Case I: If there is a subsequence {x"wj} of {zy,, } such that L',(:cnmykj) = 0 (Vj). Let
j — 0o, we obtain

(3.19) (L(2),y —Z) = lim <£(xnm}cj ),y — ) = 0.

j—o0

Thus, & € K and imply that & € VI(KC, L).
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Case II: If there exists Ny € N such that for all n,,, > N, L(z"w) # 0. Consider that

(3.20) S Y0 VR
B (VA C Nl I *

Due to the above definition, we obtain

(3.21) (L(Tn, ) Tn,, ) =1, Yim, > No.

Moreover, expressions (3.18) and (3.21) for all n,,, > Ny, we have

(3.22) (L(zn,, ), y+eTn,, —n, )>0.

Since L is quasimonotone, then

(3.23) Ly +exYn,, ) y+eaTn, —xn, )>0.

For all n,,, > Ny, we have

(3.24) (L(y),y — Tn,.,) = (L(Y) =LY+ eTn,, ), y+eTn,, —Tn,, ) — (L), Tn,, )

Due to {z,, } weakly converges to & € K through L is sequentially weakly continuous on
the set I, we get {L(x,, )} weakly converges to £(£). Suppose that £(%) # 0, we have

(3.25) |£@)| < liminf | £(z, )|
Since {zy,,, } C {7y, } and limj_,o €, = 0, we have

(3.26) 0< lim |l Yp, || = lim ——o" 0
k—oo 'k

P}
koo |L(2n,, )| ~ II£(2)]

Next, consider & — oo in (3.24), we obtain

(3.27) (L(y),y—2) >0, Vy e K.
Let = € KC be arbitrary element and for 0 < A <1, let
(3.28) Tx=x+ (1= N)i.
Then & € K and from (3.27) we have

(3.29) MT(&r),z —2) > 0.
Thus, we have

(3.30) (T(&),z—2)>0.

Let A — 0. Then &) — & along a line segment. By the continuity of an operator, 7 (Z»)
converges to 7 (&) as A — 0. It follows from (3.30) that

(3.31) (T(2),z—12)>0.
Therefore, 7 is a solution of the problem (VIP). a

Theorem 3.1. Let L : £ — & be an operator satisfies the conditions (L1)—(L4). Then, the
sequence {x, } generated by the Algorithm 1 converges strongly to a solution * € VI(K, L).

Proof. From Lemma 3.5, we have
(3.32) llzn — 2*||? < ||zn — 2*||%, V0 > ny.
Since p,, — p, thus there exists a fixed number ¢ € (0,1 — u) such that

lim (17&):1—u>e>0.

nTreo Pn+1
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Thus, there exists a finite number n; € N such that

(3.33) (1— :’Z) >e>0, Yn > ny.

By the use of definition of {z,,11} we obtain
fons1 = a*]| = lans + (1 = an)sn — "
= ||anlzr — 2]+ (1 — on)[20 — 2] ||

(3.34) Saonlfx*H +(1—o¢n)||zn—z*||.

Combining expressions (3.33) and (3.34), we obtain

i = 2] < aaller — ] + (1 - ) — ]|

< max{ o —a* | || —2°| }
*
Ty, — 27| -

Thus, we conclude that {z,,} is a bounded sequence. By using Lemma 2.1 (i), we have

(3.35) < max{Ha:l —z*

Jnes = 27 = llanzs + (1~ an)zn — 2|
= [lamlzr — 2] + (1 = an)[z0 — 27|
= apllzr — 2?4+ (1= ap)llzn — 2> = (1 — ap)|lz1 — 2,2

< anllor = 2| + (1= an) [llzn = "7 = (1= £25) 2, — g
Pn+1

Hpn
— (1= 222 ) o = yul?] = (1 = an) a1 — 22

Pn+1
< anllor — 2| + o — 22
Hpn HPn
(3.36) — (1= an) (1= L2 Y o — gl = (1= an) (1= 22 )12 = ] 2.
Pn+1 Pn+1

The above relation implies that

HPn HPn
(1= an) (1= 225 = gl + (1= an) (1= 22 )12, = g
Pn+1 Pn+1
B37) S anlzy =P+ llon — 7|2 — flzngs — 2|
From Lemma 2.1, we have

[ L P
| 2

= [Janfzr — 2] + (1 = an)[zn — 2]

< (1= an)?||zn — 2 |2 + 20 (z1 — 2%, (1 — an)[zn — %] + anfz; — 27])

=(1—an)’||zn — :C*H2 + 20 {1 — ¥, Tpyy — )

(3.38) <(1- an)Hxn — P + 20, (x1 — 2%, Tpy1 — ).

Case 1: Assume that there exists a fixed number ny € N such that

(3.39) [#n41 — 2| < [lan — 27, VN 2 no.
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Thus, the above expression implies that lim,,_,« ||z, — z*|| exists and let lim,,—, o ||z, —
x*|| = . From expression (3.37), we have

HPn HPn
(1= an) (1= L2 Y = o2 + (1 = @) (1= 222 2 = g
Pn+1 Pn+1
(3.40) < apller = 2 + [Jan — 2 = [Jeno — 22
The existence of lim,,_, o ||z, — 2*|| = [, and «,, — 0 we can deduce that
(3.41) lim ||z, — yn| = lm ||z, —yn] =0.
n—o0 n—oo
It follows that
(3.42) lm ||z, — z,|| < lUm ||z, — ynl + lm ||y, — 2zn] = 0.
n—oo n—o0 n—00
Furthermore, we obtain
Hxn—i-l - an = Hanxl + (1 - an)zn - xn”
= ||anlzr — zn] + (1 — an)[zn — ajn}H
(3.43) < apllzr — 2|+ (1= o) |20 — 2n|-
It follows that
(3.44) lim |[zp41 — 2, = 0.
n— oo

Since {z,} is bounded sequence and there exists a subsequence {z,, } that converges
weakly to some & € £. By using Lemma 3.6, we have
limsup(zy — z*, z, — z™)
n—oo

(3.45) = limsup(zy — ¥, zp, — ) = (1 — 2™, & — ") <0.
k— o0

Since * = Py (x,c)(71). Thus, we have
(3.46) (x1 —a",y—a") <0, Vye VI(K, L).
Combining expressions (3.45) and (3.46), we obtain

limsup(z; — 2%, 2p41 — )

n—oo
(3.47) < limsup(zy — ¥, Tp1 — @) + limsup(zy — 2, z,, — ™) < 0.
n— 00 n— o0

Case 2: Assume that there exists a subsequence {n;} of {n} such that
|20, —2*|| < |20, — 2|, Vi €N,
Thus, by Lemma 2.3 there exists a sequence {m;} C Nas {m;} — oo, such that
(348)  |zm, — || < lzmpy, — 27| and |zg — 2| < ||, — 27|, forall k € N.

Similar to Case 1 and expression (3.37) provides that

HPmy, HPm
(1= am) (1= 22 ) @, = o, |2+ (1= ) (1= 227 2, — g, |1
Pm+1 Pmy+1

(349 <omflor =2 + lzm, — 27 = lrmer1 — 2"
Due to oy, — 0, we deduce the following results:

(3.50) nlglgo ||1'mk — Ymy, | = nlglgo ||ka — Ymy, | =0.
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Next, we can obtain
i1 = 2 [| = llmas + (1= amy)zme = @ |
= ||amk [x1 — T, ] + (1 — am) [Zmy, — xmk]H
(3.51) < g [|1 = Ty || + (1= @my)|[2my, — Ty || — 0.
We use the same argument as in Case 1, which is as follows:

(3.52) limsup(zy — 2%, &, +1 — ") <0.
k—o0

Now, using expressions (3.38), we have

2 * *
+ 2am, (T1 — 2%, Ty 41 — T7)

[ x*HQ < (1= om,)[|wm, — 27|
(3.53) < (1= am)||Tmg i1 — 2*||° + 200m, (21 — 2, Ty 41 — &)
It continues from that
(3.54) mek+1 — x*”2 < 2xy — 2 X1 — 27).

Thus, expressions (3.47) and (3.54) implies that

(3.55) |Zmys1 — 2*||> = 0, as k — oc.

It implies that

(3.56) nh_}rrolo |2 — 2%]? < nh_{réo | Zm, 1 — 2*||> < 0.

Consequently, ,, — z*. This completes the proof of the theorem. O

Now, we propose a second variant of the first method to solve quasimonotone vari-
ational inequalities in real Hilbert spaces and prove a strong convergence result for the
proposed method. The second method involves a non-monotonic self adaptive step rule
to make the method independent of the Lipschitz constant. The second method is written
as follows:

Algorithm 2 (Non-Monotonic Explicit Halpern-Type Subgradient Extragradient Method)

Step 0: Let 21 € IC, p1 > 0, o € (0,1) and sequence {,, } satisfying Z:ﬁ Yn < +o00.
Moreover, {7, } C (0, 1) satisfying the following conditions:

—+o0
W 7 =0and 5y = oo
-

Step 1: Compute y,, = Px(z, — pnL(xn)). If 2, = y,,, STOP. Otherwise, go to Step 2.
Step 2: Compute z, = Pg, (x,, — pnL(yn)) where

Step 3: Compute 2,11 = Y21 + (1 — n) 2n.
Step 4: Compute
(3.57)

: NHIn_yn‘|2+N‘|Zn_yn||2 if L - L _ 0
Pnt1 = mln{pn—&—apm 2[<L(zn)ﬁ(yn),znyn>}} ' < (@n) (Wn) 2 yn>> ’

P+ ©Ons otherwise.

Set n :=n + 1 and go back to Step 1.
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Lemma 3.7. A sequence {p,,} generated by (3.57) is convergent to p and satisfying the following
inequality
[ =
i = < < = .
mm{L,pl} <pn<p1+P where P nz::lgpn
Proof. Due to the Lipschitz continuity of a mapping L there exists a fixed number L > 0.
Consider that (£(z,) — L(yn), 20 — Yn) > 0, implies that
pllzn = ynll® + 120 = ynll®) o 2pll2n = ynlll2n = ynll
2(L(xn) = LYn)szn —yn) — 20L(wn) = LYn)ll2n = ynll

2pl|zn = Yullllzn — yull o #
(3.58) > .
2LHx7z_ynH”zn_ynH L

By using mathematical induction on the definition of p,, 1, we have
min{llj;7p1} < Pn < P1 + P.

Let [pp41 — pn]™ = max {0, pni1 — pn } and [pn41 — pp]~ = max {0, —(pn41 — pn) }. From
the definition of {p, }, we have

+oo +oo
(359) Z(anrl - pn)+ = Z max {Oaanrl - pn} < P < +oo0.
n=1 n=1
+oo
That is, the series Z (pns1—pn)T is convergent. Next, we need to prove the convergence
n=1

—+oo +oo
of Z(an — pn)”. Let Z(an — pn)” = 4oo. Due to the reason that p,11 — pn, =
n=1 n=1

(Pn+1 — pn)t — (Pns1 — pn)~ - Thus, we have
k k k

(360) Pk+1 — P1 = Z(pn-‘rl - pn) = Z(pn-‘rl - pn)+ - Z(pn-‘rl - pn)_~

n=0 n=0 n=0

By allowing & — +o0 in (3.60), we have p,, = —oco as k — oo. This is a contradiction. Due
k k
to the convergence of the series Z(pnﬂ —pn)t and Z(pnﬂ — pn)” taking k — 4o0in

n=0 n=

0
(3.60), we obtain lim,,_,« pn, = p. This completes the proof. O

Theorem 3.2. Let a mapping L : £ — & satisfies the condition (L£L1)-(L4). Then, the sequence
{x,,} generated by the Algorithm 2 converges strongly to a solution of VI(KC, L).

Proof. The proof is the same as of Theorem 3.1. O

4. NUMERICAL ILLUSTRATIONS

The computational results of the proposed schemes are described in this section and
study how variations in control parameters affect the numerical effectiveness of the pro-
posed algorithms. All computations are done in MATLAB R2018b and run on HP i 5
Core(TM)i5-6200 8.00 GB (7.78 GB usable) RAM laptop.

Example 4.1. Let £ = Iy be a real Hilbert space with sequences of real numbers satisfying the
following condition

(4.61) lzo]l? + |z2)|? + - - 4 [|zn)* + - - - < 4o0.
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Assume that operator L : K — K is defined by
G(z)=(5-||z|)z, Yz €&

where I = {x € £ : ||z|| < 3}. It is easy to see that L is weakly sequentially continuous on £ and
VI(K, L) ={0}. Forany z,y € £, we have
[£(2) = L) = |6 = llz)z = 5 = lly1)y]]
= [5(z —y) = lzll(@ —y) = (l=] = lyl)y
<5l =yl + ll=llllz =yl + [l =yl lyl
<5l —yll + 3llz =yl + 3]z -yl
(4.62) < e -yl

Hence L is L-Lipschitz continuous with L = 11. For any z,y € &€ and let (L(z),y —x) > 0 such
that

(5~ llel)(w.y — 2) > 0.
Since ||z|| < 3 implies that
<x, Yy — 9:> > 0.
Thus, we have

> 65—yl (y.y —x) — 6 - lyl){z,y — )
(4.63) > 2]z —ylI* > 0.

Thus, we shown that L is quasimonotone on K. Let x = (%,0,0, <o ,0,--)andy = (3,0,0,---,0,- -

we have
(L(z) — L(y),z—y) = (25-3)> <0.
A projection on the set C'is computed explicitly as follows:

z if =l <3,
Po(z) =
HB)TzH’ otherwise.
Numerical results are shown in Figures 1 and 2 and Table 1. The iterative control parameters
are taken in the following manner: (i) Algorithm 1 : p; = 0.20; u = 0.55; v, = ﬁ;Dn =
|Zn, — ynll; (ii) Algorithm 2 : p; = 0.20; = 0.55;,, = ﬁ; On = %;Dn = ||z — Yl

TABLE 1. Numerical results values for Example 4.1.

Number of Iterations Execution Time in Seconds
Ty Algorithm1  Algorithm 2 Algorithm 1 Algorithm 2
1,1, ,15000,0,0,---) 120 75 7.47764030000000  4.79321210000000

(
(1,2,.--,5000,0,0,---) 220 72 14.3395908000000  6.83192160000000
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FIGURE 1. Numerical illustration of Algorithm 1 and Algorithm 2 by us-
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FIGURE 2. Numerical illustration of Algorithm 1 and Algorithm 2 by us-
ing z; = (1,2,---,5000,0,0,---).

CONCLUSION

The main idea of this paper is to study quasimonotone variational inequality problems
in infinite-dimensional Hilbert spaces and to prove that the iterative sequence generated
by the Halpern subgradient extragradient algorithm is convergent strongly to a solution.
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