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Viscosity algorithm for solving split generalized
equilibrium problem and fixed-point problem

JAMILU ABUBAKAR1,2 and JITSUPA DEEPHO3∗

ABSTRACT. This article considers a split generalized equilibrium problem and fixed point problem for infi-
nite family of nonexpansive mapping in Hilbert space. We propose an algorithm for finding a common solution
of these problems. Under mild assumptions, we establish a strong convergence theorem for the sequence gen-
erated by the proposed algorithm using viscosity technique. We present the implementation of the proposed
algorithm by considering some numerical illustrations and comparison of the proposed algorithm with an ex-
isting algorithm in the literature.

1. INTRODUCTION

Throughout this article, we denote C to be a nonempty closed and convex subset of a
real Hilbert space H1. A mapping K of C onto H1 is said to be nonexpansive if for each
u, v ∈ C

∥K(u)−K(v)∥ ≤ ∥u− v∥ .
We denote F (K) to be the set of fixed points of K. It has been established that if C is
closed, bounded and convex, then F (K) is nonempty (see for instance [19]). There are
several methods for approximating the fixed points ofK. For some recent numerical methods
and application (Ref. [1, 9, 10]). Moudafi [11] introduced a viscosity iterative technique that
starts with an arbitrary initial point u0 ∈ C, then defines recursively a sequence {un} by

(1.1) un+1 = ϱnl(un) + (1− ϱn)Kun ∀n ≥ 0,

to approximate the fixed point of a nonexpansive mapping K, where l is an α-contraction
on C (that is, for each u, v ∈ C, ∥l(u) − l(v)∥ ≤ α∥u − v∥ with α ∈ (0, 1)). It is established
in [11] that under standard conditions imposed on {ϱn}, the sequence {un} generated by
(1.1) strongly converges to the unique solution u∗ ∈ Fix(K), which is an optimal solution
to the variational inequality problem (VIP)

(1.2) ⟨(I − l)u∗, u− u∗⟩ ≥ 0, ∀u ∈ Fix(K).

Suppose F1 : C × C → R with F1(u, u) = 0, for each u ∈ C be a bifunction, an
equilibrium problem (EP) involving the bifunction F1 is a problem of finding a point u ∈
C such that

(1.3) F1(u, v) ≥ 0, ∀ v ∈ C.

In the sequel, we will denote the solution set of (1.3) by EP (F1) = {u ∈ C : F1(u, v) ≥ 0,
∀ v ∈ C}. This problem contains as a special case many important problems, for instance,
fixed point problems, optimization problems, variational inequality problem and Nash
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equilibrium. Additionally, many problems arising in Engineering and Economics can be
reduced to problem (1.3) (Ref. [4, 18]).

Takahashi and Takahashi [18] introduced a viscosity approximation method for equi-
libriums and fixed point of a nonexpansive mapping in real Hilbert space based on the
viscosity technique for nonexpansive mapping [11]. Under some suitable conditions, it is
shown that the sequence generated by the method converges strongly to the solution of
(1.3) and fixed point of a nonexpansive mapping.

Kazimi and Rizvi in [6] introduced the split equilibrium problem (SEP) for two nonlin-
ear bifunctions F1 : C ×C → R and F2 : Q×Q→ R, under a bounded linear transforma-
tion A : H1 → H2, where Q is a closed and convex subset of a real Hilbert space H2. The
problem concerns with finding u∗ ∈ C such that

(1.4) F1(u
∗, u) ≥ 0, ∀u ∈ C,

and such that

(1.5) v∗ = Au∗ ∈ Q solves F2(v
∗, v) ≥ 0, ∀v ∈ Q.

Observe that, the problems (1.4) and (1.5) consist of a pair of equilibrium problems and
problem (1.4) separately, is exactly problem (1.3). For some recent iterative methods for solving
SEP, the reader should refer to (Ref. [16, 24, 8]).

Recently, Kazmi and Rizvi in [7] further generalized SEP to a more general problem
by incorporating two more additional nonlinear bifunctions ψ1 : C × C → R and ψ2 :
Q×Q→ R, to introduce a split generalized equilibrium problem (SGEP) as follows: Find
u∗ ∈ C such that

(1.6) F1(u
∗, u) + ψ1(u

∗, u) ≥ 0, ∀u ∈ C,

and such that

(1.7) v∗ = Au∗ ∈ Q solves F2(v
∗, v) + ψ2(v

∗, v) ≥ 0, ∀v ∈ Q.

We denote the solution set of SGEP (1.6) and (1.7) by Γ = {u∗ ∈ GEP (F1, ψ1) : Au∗ ∈
EP (F2, ψ2)}. The authors in [7] proposed and studied an iterative method for solving
the common solution of SGEP, variational inequality problem and fixed point of a nonex-
pansive mapping K. Given an initial point u0 ∈ H1, the sequence {un}∞n=1 is generated
via

(1.8)


vn = TF1

µn

(
un + δA∗(TF1

µn − I)Aun
)

ωn = PC (vn − ηnNun)

un+1 = ϱnν + ϑnun + θnKωn,

where N : H1 → H1 is a strongly monotone operator. Under some suitable conditions on
the sequences µn, ηn, ϱn, ϑn and θn, the scheme (1.8) is shown to converge strongly to the
common solution of the considered problem in Hilbert space.

Furthermore, Hay et. al. very recently in [5] proposed a general iterative method for
approximations of common solution of split generalized equilibrium problems and fixed
points of a finite family of nonexpansive mappings. The method is as follows: For a given
u1 ∈ C1 = C arbitrarily, for each i = 1, 2, · · · , N with positive integer N, the method
generates the sequences vn,i, ωn,i and un as follows

(1.9)


vn,i = TFi,ψirn,i

(
un + δA∗

i (T
Fi,ψi
rn,i − I)Aiun

)
ωn,i = ηn,iunKi + (1− ηn,i)vn,i

Cn+1,i = {u∗ ∈ Cn : ∥ωn,i − u∗∥ ≤ ∥un − u∗∥}
un+1 = ζnPCn+1

u1 + (1− ζn)ωn,i.
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Under some appropriate conditions on the sequences ηn,i, ζn and δ, strong convergence of
the sequence generated by (1.9) is established. It can be observed that, the strong conver-
gence of the sequences generated by (1.9) is obtained by the so called shrinking technique
of which it requires the projection onto the closed and convex set Cn+1 for implementa-
tions. However, it is known that the projection onto a closed set is difficult and sometimes
computationally expensive.

In this paper, based on the viscosity iteration method introduced in [11], motivated and
inspired by the work of Kazmi and Rizvi [7], we introduce an iterative method that does
not require any projection onto a closed set for finding a common solution of split gener-
alized equilibrium problem and fixed point problem for infinite family of nonexpansive
mappings in Hilbert spaces. Under some standard conditions, we show that the sequence
generated by the proposed method strongly converges to the solution of the considered
problem. In addition, we present some numerical illustrations to support our proposed
strong convergence theorem. Moreover, we demonstrate the implementation and compu-
tational performance of the proposed method with some existing results in the literature.

We outlined the article as follows: In Section 2, we recalled some important definitions,
Lemmas and results that are needed for the convergence analysis of the proposed method.
In section 3, we present our main strong convergence theorem and its proof. In the last
section, we report the numerical implementation.

2. PRELIMINARIES

LetC be a nonempty closed convex subset of a real Hilbert spaceH1 with inner product
and induced norm denoted respectively as ⟨·, ·⟩ and ∥ · ∥. It is well known that for any
u1, u2 ∈ H1 and κ ∈ [0, 1], we have

(2.10) ∥u1 − u2∥2 = ∥u1∥2 − ∥u2∥2 − 2⟨u1 − u2, u2⟩,

(2.11) ∥u1 + u2∥2 ≤ ∥u1∥2 + 2⟨u2, u1 + u2⟩,
and

(2.12) ∥κu1 + (1− κ)u2∥2 = κ∥u1∥2 + (1− κ)∥u2∥2 − κ(1− κ)∥u1 − u2∥2,
We now state the standard assumptions on the bifunctions involved in the considered

split generalized problem (1.6) and (1.7).

Assumption 2.1. Let F1 : C × C → R be a bifunction satisfying the following assumptions:
(1) F1(u1, u1) ≥ 0, ∀u1 ∈ C,
(2) F1 is monotone, i.e. F1(u1, u2) + F1(u2, u1) ≤ 0, ∀u1, u2 ∈ C,
(3) F1 is upper hemicontinuous, i.e., for each u1, u2, u3 ∈ C, lim supr→0 F1(ru3 + (1 −

r)u1, u2) ≤ F1(u1, u2),
(4) For each u1 ∈ C fixed, the function u2 → F1(u1, u2) is convex and lower semicontinuous.

Furthermore, let ψ1 : C × C → R be such that
(1) ψ1(u1, u1) ≥ 0, ∀u1 ∈ C,
(2) For each u2 ∈ C fixed, the function u1 → ψ1(u1, u2) is upper hemicontinuous,
(3) For each u1 ∈ C fixed, the function u2 → ψ1(u1, u2) is convex and lower semicontinuous.

We recall the following result on the existence and some characterizations of proximity
operator associated with the bifunctions for the generalized problem (1.6) and (1.7).

Lemma 2.1. [7] Suppose that the bifunctions F1, ψ1 : C ×C → R satisfy Assumption 2.1. Then
for a positive number µ and u3 ∈ H1, there exists u1 ∈ C such that F1(u1, u2) + ψ1(u1, u2) +
1
µ ⟨u2 − u1, u1 − u3⟩ ≥ 0,∀u2 ∈ C.
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Lemma 2.2. [2] Suppose that the bifunctions F1, ψ1 : C ×C → R satisfy Assumption 2.1, ψ1 is
monotone and for any u1 ∈ H1 and µ > 0, define a mapping T (F1,ψ1)

µ : H1 → C as follows:

T (F1,ψ1)
µ u1 =

{
u3 ∈ C : F1(u1, u2) + ψ1(u1, u2) +

1

µ
⟨u2 − u1, u1 − u3⟩ ≥ 0

}
, ∀ u2 ∈ C

Then, the followings are true:

(1) T (F1,ψ1)
µ is single - valued.

(2) For every u1, u2 ∈ H1

∥T (F1,ψ1)
µ u1 − T (F1,ψ1)

µ u2∥2 ≤ ⟨T (F1,ψ1)
µ u1 − T (F1,ψ1)

µ u2, u1 − u2⟩,

that is, T (F1,ψ1)
µ is firmly nonexpansive.

(3) The fixed points set of Fix(T (F1,ψ1)
ρ ) = GEP (F1, ψ1).

(4) The solution set GEP (F1, ψ1) is convex and compact.

Similarly, if we suppose that F2, ψ2 : Q×Q→ R are bifunctions satisfying Assumption
2.1. Then for each ρ > 0 and v1 ∈ H2, a mapping T (F2,ψ2)

ρ : H2 → Q is defined as:

T (F2,ψ2)
ρ v1 =

{
v3 ∈ Q : F2(v1, v2) + ψ2(v1, v2) +

1

ρ
⟨v2 − v1, v1 − v3⟩ ≥ 0

}
, ∀v2 ∈ Q.

Hence, it readily follows that, the mapping T (F2,ψ2)
ρ satisfies the characterizations (1), (2)

in Lemma 2.2 and the solution set GEP (F2, ψ2) is also convex and compact.

Lemma 2.3. [3] Let F1 : C × C → R be a bifunction satisfying Assumption 2.1 and let the
mapping TF1

µ be defined as in Lemma 2.2. Then, for every u, v ∈ H1 and µ, ρ > 0, we have

∥TF2
ρ v − TF1

µ u∥ ≤ ∥u− v∥+
∣∣∣∣ρ− µ

ρ

∣∣∣∣∥TF2
ρ v − v∥.

Lemma 2.4. [20] Let F1 : C × C → R be a bifunction satisfying Assumption 2.1 and for µ > 0
let TF1

µ be defined as in Lemma 2.2. Then for any u ∈ H1 and ρ > 0

∥TF1
ρ u− TF1

µ u∥2 ≤ ρ− µ

ρ
⟨TF1
ρ u− TF1

µ u, TF1
ρ u− u⟩.

The following Lemmas are essential for the convergence of the iterates generated by
the proposed iterative method.

Lemma 2.5. [17] Let {un} and {vn} be bounded sequences in a Banach space X and {σn} be a
sequence in [0, 1] satisfying 0 < lim infn→∞ σn ≤ lim supn→∞ σn < 1. For all integers n ≥ 0,
let un+1 = (1 − σn)vn + σnun and lim supn→∞(∥vn+1 − vn∥ − ∥un+1 − un∥) ≤ 0. Then,
limn→∞ ∥vn − un∥ = 0.

Lemma 2.6. [22] Suppose that {ζn} is a sequence of nonnegative real numbers satisfying ζn+1 ≤
(1− ϱn)ζn + κn, n ≥ 0 where {ϱn} is a sequence in (0, 1) and {κn} is a sequence in R such that
(i)

∑∞
n=1 ϱn = ∞ (ii) lim supn→∞

κn
ϱn

≤ 0 or (iii)
∑∞
n=1 ϱn <∞. Then limn→∞ ζn = 0.

Next, we introduce a mapping generated by infinite self-mappings of a closed and
convex subset C of H1. For more on this mapping see [21]. Let σ1, σ2, . . . be real numbers
such that 0 ≤ σi ≤ 1 and K1,K2, . . . ,Ki, . . . , be infinite mappings of C into C for each
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i ∈ N. For any n ∈ N, a mapping Wn of C into C is defined recursively as follows:

Un,n+1 = I,

Un,n = σnKnUn,n+1 + (1− σn)I,

Un,n−1 = σn−1Kn−1Un,n + (1− σn−1)I,

...
Un,i = σiKiUn,i+1 + (1− σk)I,

...
Un,2 = σ2K2Un,3 + (1− σ2)I,

Wn = Un,1 = σ1K1Un,2 + (1− σ1)I.(2.13)

is called the W -mapping generated by Kn,Kn−1, . . . ,K1 and σn, σn−1, . . . , σ1.

Lemma 2.7. Let C be a nonempty closed convex subset of a real Hilbert space H1 and K1,K2, . . .
be nonexpansive mappings of C into C such that ∩∞

i=1Fix(Ki) is nonempty. Let σ1, σ2, . . . be
real numbers such that for each i ∈ N, 0 < σi ≤ b < 1. Then, for every u ∈ C, the limn→∞ Un,iu
exists for each i ∈ N .

Remark 2.1. It is clear that, if C is bounded, then from Lemma 2.7, for any ε > 0 and
u ∈ C, there exists a common positive integer number N∗ such that, ∥Un,iu − Uiu∥ < ε
for all n > N∗. In fact, let u∗ ∈ ∩∞

n=1Fix(Kn), since C is bounded, it can be seen by
similar argument to Lemma 3.2 in [15], there exists a constant N > 0 such that for all
u ∈ C, ∥u− u∗∥ ≤ N. Fix i ∈ N, then for any u ∈ C and n ∈ N with n ≥ i, we have

∥Un+1,ku− Un,iu∥ ≤ 2(Πn+1
k=i σk)∥u− u∗∥ ≤ 2N(Πn+1

k=i σk).

Therefore, for ε > 0, there exists n∗ ∈ N with n∗ ≥ i such that for all u ∈ C, bn
∗−i+2 <

ε(1− b)/2N . Thus, for every m,n with m > n > n∗, we have

∥Um,iu− Un,iu∥

≤
m−1∑
j=n

∥Uj+1,iu− Uj,iu∥ ≤
m−1∑
j=n

{
2(Πj+1

j=kσk)∥u− u∗∥
}

≤ 2N

m−1∑
j=n

bj−i+2 ≤ 2Nbn−i+2

1− b
< ε.(2.14)

Again, using Lemma 2.7, one can define a mapping W of C as Wu = limn→∞Wnu =
limn→∞ Un,1u. Such a W is called the W -mapping generated by K1,K2, . . . and σ1, σ2, . . ..
We observe that if {un} is a bounded sequence in C, then we have

(2.15) lim
n→∞

∥Wun −Wnun∥ = 0.

In fact, from Remark 2.1, we have that, for any given ε > 0, there exists n∗ such that ∥Wu−
Wnu∥ ≤ ε for all n ≥ n∗. In particular, ∥Wun −Wnun∥ ≤ ε for all n ≥ n∗. Consequently,
limn→∞ ∥Wun −Wnun∥ = 0, as claimed. Throughout this article, we suppose that, for
every i ∈ N, 0 < σi ≤ b < 1.

Lemma 2.8. Let C be a nonempty closed convex subset of a real Hilbert space H . Let K1,K2, . . .
be nonexpansive mappings of C into C such that ∩∞

i=1Fix(Ki) is nonempty, and let σ1, σ2, . . . be
real numbers such that 0 < σi ≤ b < 1 for any i ∈ N . Then Fix(W ) = ∩∞

i=1Fix(Ki).
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3. MAIN RESULTS

In this section, we present our proposed algorithm and the strong convergence result.
LetC ⊂ H1, Q ⊂ H2 be nonempty closed and convex subsets of real Hilbert spacesH1 and
H2 respectively. Let F1, ψ1 : C × C → R and F2, ψ2 : Q×Q→ R be nonlinear bifunctions
satisfying Assumption 2.1 with F2 as upper semicontinuous in the first argument and
for each i ≥ 1, let {Ki}∞i=1 be an infinite family of nonexpansive mappings of C into C
such that ∩∞

i=1Fix(Ki) ∩ Γ ̸= ∅. Furthermore, let f : H1 → H1 be a contraction mapping
with constant κ ∈ (0, 1) and A : H1 → H2 be a bounded linear operator with Adjoint
operator A∗. Suppose that {ϱn}, {ϑn} and {θn} are three sequences in (0, 1) such that
ϱn + ϑn + θn = 1 and the following conditions are satisfied.

(C1) lim
n→∞

ϱn = 0 and
∞∑
n=1

ϱn = ∞;

(C2) 0 < lim inf
n→∞

ϑn ≤ lim sup
n→∞

ϑn < 1;

(C3) lim inf
n→∞

µn > 0,
∞∑
n=0

|µn+1 − µn| <∞ and
∞∑
n=0

|ρn+1 − ρn| = 0.

Algorithm 1: Viscosity-type Algorithm for GSEP

Initialization: Choose the sequence {ϱn}, {θn}, {ϑn} in (0, 1) such that C1-C2 are
satisfied and δ ∈ (0, 1

L2 ), L is the spectral radius of the operator A∗A. Given
{µn} ⊂ [µ,∞) with µ > 0, {ρn} ⊂ [ρ,∞) with ρ > 0 such that C3 is satisfied.

Iterative Steps: For un ∈ H1, Compute vn as:

vn = T (F1,ψ1)
ρn (un + δA∗(T (F2,ψ2)

ρn − I)Aun),

Step 2. Compute
un+1 = ϱnf(un) + ϑnun + θnWnvn,

If vn = un, stop vn is the solution of the SGEP, otherwise set n := n+ 1 and go
back to Step 1.

We are now ready to present our main strong convergence result.

Theorem 3.2. Let H1 and H2 be two real Hilbert spaces and C ⊂ H1, Q ⊂ H2 be nonempty
closed and convex subsets. Let F1, ψ1 : C × C → R and F2, ψ2 : Q × Q → R be nonlinear
mapping satisfying Assumption 2.1 and F2 is upper semicontinuous in the first argument and for
each i ≥ 1, let {Ki}∞i=1 be an infinite family of nonexpansive mappings of C into C such that
∩∞
i=1Fix(Ki)∩ Γ ̸= ∅. Also, let f : H1 → H1 be a contraction mapping with constant κ ∈ (0, 1)

and A : H1 → H2 be a bounded linear operator. Suppose that {ϱn}, {ϑn} and {θn} are three
sequences in (0, 1) such that C1-C2 are satisfied and ϱn + ϑn + θn = 1. Given u0 ∈ C arbitrary,
the sequence {un} generated by Algorithm 1 converges strongly to u∗ = P∩∞

i=1Fix(Ki)∩Γf(u
∗).

Proof. For δ ∈ (0, 1
2L2 ), the mapping I + δA∗(T

(F2,ψ2)
ρn − I)A is a nonexpansive mapping

andA∗(T
(F2,ψ2)
ρn −I)A is a 1

2L2 - inverse strongly monotone mapping. In fact, since T (F2,ψ2)
ρn
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is (firmly) nonexpansive and T (F2,ψ2)
ρn − I is 1

2 -inverse strongly monotone, we have

∥A∗(T (F2,ψ2)
ρn − I)Au−A∗(T (F2,ψ2)

ρn − I)Av∥2

= ⟨A∗(T (F2,ψ2)
ρn − I)(Au−Av), A∗(T (F2,ψ2)

ρn − I)(Au−Av)⟩

= ⟨(T (F2,ψ2)
ρn − I)(Au−Av), AA∗(T (F2,ψ2)

ρn − I)(Au−Av)⟩

≤ L2⟨(T (F2,ψ2)
ρn − I)(Au−Av), (T (F2,ψ2)

ρn − I)(Au−Av)⟩

= L2∥(T (F2,ψ2)
ρn − I)(Au−Av)∥2

≤ 2L2⟨Au−Av, (T (F2,ψ2)
ρn − I)(Au−Av)⟩

= 2L2⟨u− v,A∗(T (F2,ψ2)
ρn − I)(Au−Av)⟩,

for all u, v ∈ H1, which implies thatA∗(T
(F2,ψ2)
ρn −I)A is a 1

2L2 - inverse strongly monotone
mapping. Note that δ ∈ (0, 1

L2 ). Thus I + δA∗(T
(F2,ψ2)
ρn − I)A is nonexpansive mapping.

Step 1. We will show that, the sequence {un} generated by Algorithm 1 is bounded.
Let p ∈ ∩∞

i=1Fix(Ki)∩Γ andQ = P∩∞
i=1Fix(Ki)∩Γf(p). Note that, since f is a contraction

mapping with coefficient κ ∈ (0, 1), then

∥Qf(u)−Qf(v)∥ ≤ ∥f(u)− f(v)∥ ≤ κ∥u− v∥,∀u, v ∈ H1.

Therefore Qf is a contraction of H1 into itself, which implies that there exists a unique
element p ∈ H1 such that p = Qf(p). At the same time, we note that p ∈ C. Following a
similar argument as in Theorem 3.1 in [23], one obtains

(3.16) ∥vn − p∥2 ≤ ∥un − p∥2 + δ

(
δ − 1

L2

)
∥A∗(T (F2,ψ2)

ρn − I)Aun∥2.

Since δ ∈ (0, 1
2L2 ), we have

(3.17) ∥vn − p∥ ≤ ∥un − p∥.

Therefore

∥un+1 − p∥ ≤ ϱn∥f(un)− p∥+ ϑn∥un − p∥+ θn∥Wnvn − p∥
≤ ϱn(∥f(un)− f(p)∥+ ∥f(p)− p∥) + ϑn∥un − p∥+ θn∥vn − p∥
≤ ϱn(κ∥un − p∥+ ∥f(p)− p∥) + (1− ϱn)∥un − p∥

≤
{
κ∥u0 − p∥, 1

1− κ
∥f(p)− p∥

}
.(3.18)

Therefore, {un} is bounded. Consequently, we have {vn}, {Wnun} and {f(un)} are all
bounded.

Step 2. We will show that lim
n→∞

∥un+1 − un∥ = 0 and lim
n→∞

∥A∗(T
(F2,ψ2)
ρn − I)Aun∥ = 0.

Again by following similar arguments as in Theorem 3.1 in [23], we have

(3.19) ∥vn+1 − vn∥ ≤ ∥un+1 − un∥+ δ∥A∥
(
|ρn+1 − ρn|

ρn+1
Ωn

) 1
2

+
|µn+1 − µn|

µn+1
Ψn+1,

where

Ψn+1=sup
n∈N

∥∥∥T (F1,ψ1)
µn+1

(
un+1 + δA∗(T (F2,ψ2)

ρn+1
− I)Aun+1

)
−
(
un+1 + δA∗(T (F2,ψ2)

ρn+1
− I)Aun+1

)∥∥∥
and

Ωn = sup
n∈N

〈
T (F2,ψ2)
ρn+1

Aun − T (F2,ψ2)
ρn Aun, T

(F2,ψ2)
ρn+1

Aun −Aun

〉
.



270 Jamilu Abubakar and Jitsupa Deepho

Setting un+1 = ϑnun + (1− ϑn)zn for all n ≥ 0, we have that

zn+1 − zn =
un+2 − ϑn+1un+1

1− ϑn+1
− un+1 − ϑnun

1− ϑn

=
ϱn+1

1− ϑn+1

(
f(un+1)− f(un)

)
+

(
ϱn+1

1− ϑn+1
− ϱn

1− ϑn

)
f(un)

+
θn+1

1− ϑn+1

(
Wn+1vn+1 −Wnvn

)
+

(
θn+1

1− ϑn+1
− θn

1− ϑn

)
Wnvn.(3.20)

Therefore, we have

∥zn+1 − zn∥ ≤ κϱn+1

1− ϑn+1
∥un+1 − un∥

+

∣∣∣∣ ϱn+1

1− ϑn+1
− ϱn

1− ϑn

∣∣∣∣(∥f(un)∥+ ∥Wnvn∥)

+
θn+1

1− ϑn+1
∥Wn+1vn+1 −Wnvn∥.(3.21)

Since Ki and Un,i are nonexpansive, then from (2.13), we have

∥Wn+1vn −Wnvn∥ = ∥σ1K1Un+1,2vn − σ1K1Un,2vn∥
≤ σ1∥Un+1,2vn − Un,2vn∥
≤ σ1σ2∥Un+1,3vn − Un,3vn∥
≤ . . .(3.22)
≤ σ1σ2 . . . σn∥Un+1,n+1vn − Un,n+1vn∥

≤ M
n

Π
i=1
σi,

where M is denote the possible different constants appearing in (3.22).
Hence

∥Wn+1vn+1 −Wnvn∥ ≤ ∥Wn+1vn+1 −Wn+1vn∥+ ∥Wn+1vn −Wnvn∥

≤ ∥vn+1 − vn∥+M
n

Π
i=1
σi.(3.23)

Substituting (3.23) into (3.21), we have

∥zn+1 − zn∥ ≤ κϱn+1

1− ϑn+1
∥un+1 − un∥

+

∣∣∣∣ ϱn+1

1− ϑn+1
− ϱn

1− ϑn

∣∣∣∣(∥f(un)∥+ ∥Wnvn∥)

+
θn+1

1− ϑn+1
∥vn+1 − vn∥+

Mθn+1

1− ϑn+1

n

Π
i=1
σi.(3.24)
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Substituting (3.19) into (3.24), we get

∥zn+1 − zn∥ ≤ κϱn+1

1− ϑn+1
∥un+1 − un∥

+

∣∣∣∣ ϱn+1

1− ϑn+1
− ϱn

1− ϑn

∣∣∣∣(∥f(un)∥+ ∥Wnvn∥)

+
θn+1

1− ϑn+1

[
∥un+1 − un∥+ δ∥A∥

(
|ρn+1 − ρn|

ρn+1
Ωn

) 1
2

+
|µn+1 − µn|

µn+1
Ψn+1

]
+
Mθn+1

1− ϑn+1

n

Π
i=1
σi

≤ κϱn+1

1− ϑn+1
∥un+1 − un∥

+

∣∣∣∣ ϱn+1

1− ϑn+1
− ϱn

1− ϑn

∣∣∣∣(∥f(un)∥+ ∥Wnvn∥)

+∥un+1 − un∥+
θn+1

1− ϑn+1
δ∥A∥

(
|ρn+1 − ρn|

ρn+1
Ωn

) 1
2

+
θn+1

1− ϑn+1

|µn+1 − µn|
µn+1

Ψn+1 +
Mθn+1

1− ϑn+1

n

Π
i=1
σi.(3.25)

From conditions (C1), (C2) and (C3) imply that

(3.26) lim sup
n→∞

(∥zn+1 − zn∥ − ∥un+1 − un∥) ≤ 0.

Hence by Lemma 2.5, we obtain ∥zn − un∥ → 0 as n→ ∞. Consequently,

(3.27) lim
n→∞

∥un+1 − un∥ = lim
n→∞

(1− ϑn)∥zn − un∥ = 0.

From (3.19), (3.27), conditions (C1), (C2) and (C3), we get

(3.28) lim
n→∞

∥vn+1 − vn∥ = 0.

Since un+1 = ϱnf(un) + ϑnun + θnWnvn, we have

∥un −Wnvn∥ ≤ ∥un − un+1∥+ ∥un+1 −Wnvn∥
≤ ∥un − un+1∥+ ϱn∥f(un)−Wnvn∥+ ϑn∥un −Wnvn∥,(3.29)

that is

(3.30) ∥un −Wnvn∥ ≤ 1

1− ϑn
∥un − un+1∥+

ϱn
1− ϑn

∥f(un)−Wnvn∥.

Since from (3.27), conditions (C1) and (C2), we get

(3.31) lim
n→∞

∥un −Wnvn∥ = 0.

Now, using the definition of un+1, (3.16) and (3.17), we have

∥un+1 − p∥2 ≤ ϱn∥f(un)− p∥2 + ϑn∥un − p∥2 + θn∥Wnvn − p∥2

≤ ϱn∥f(un)− p∥2 + ϑn∥un − p∥2 + θn∥vn − p∥2

≤ ϱn∥f(un)− p∥2 + ϑn∥un − p∥2

+θn[∥un − p∥2 + δ

(
δ − 1

L2

)
∥A∗(T (F2,ψ2)

ρn − I)Aun∥2]

= ϱn∥f(un)− p∥2 + ϑn∥un − p∥2

+(1− ϱn − ϑn)[∥un − p∥2 − δ

(
1

L2
− δ

)
∥A∗(T (F2,ψ2)

ρn − I)Aun∥2](3.32)
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Therefore

(1− ϱn − ϑn)δ

(
1

L2
− δ

)
∥A∗(T (F2,ψ2)

ρn − I)Aun∥2

≤ ∥un − p∥2 − ∥un+1 − un∥2 + ϱn∥f(un)− p∥2

≤ (∥un − p∥+ ∥un+1 − p∥)∥un − un+1∥+ ϱn∥f(un)− p∥2.(3.33)

Since ϱn → 0 and ∥un+1 − un∥ → 0 that

(3.34) lim
n→∞

∥A∗(T (F2,ψ2)
ρn − I)Aun∥2 = 0.

Step 3. We claim that lim
n→∞

∥un − vn∥ = 0 and lim
n→∞

∥Wvn − vn∥ = 0.

Since T (F1,ψ1)
µn is firmly nonexpansive and I+δA∗(T

(F2,ψ2)
ρn − I)A is nonexpansive map-

ping, from the definition of vn, we get that

∥vn − p∥2

= ∥T (F1,ψ1)
µn (un + δA∗(T (F2,ψ2)

ρn − I)Aun)− T (F1,ψ1)
µn p∥2

≤ ⟨vn − p, un + δA∗(T (F2,ψ2)
ρn − I)Aun − p⟩

=
1

2
{∥vn − p∥2 + ∥un + δA∗(T (F2,ψ2)

ρn − I)Aun − p∥2

−∥vn − p− [un + δA∗(T (F2,ψ2)
ρn − I)Aun − p]∥2}

=
1

2
{∥vn − p∥2 + ∥(I + δA∗(T (F2,ψ2)

ρn − I)A)un − (I + δA∗(T (F2,ψ2)
ρn − I)A)p∥2

−∥vn − un − δA∗(T (F2,ψ2)
ρn − I)Aun∥2}

≤ 1

2
{∥vn − p∥2 + ∥un − p∥2 − ∥vn − un − δA∗(T (F2,ψ2)

ρn − I)Aun∥2}

=
1

2
{∥vn − p∥2 + ∥un − p∥2 +

[
∥vn − un∥2 + δ2∥A∗(T (F2,ψ2)

ρn − I)Aun∥2

−2δ⟨vn − un, A
∗(T (F2,ψ2)

ρn − I)Aun⟩
]
},

which implies that

(3.35) ∥vn − p∥2 ≤ ∥un − p∥2 − ∥vn − un∥2 + 2δ∥vn − un∥∥A∗(T (F2,ψ2)
ρn − I)Aun∥,

From

∥un+1 − p∥2 ≤ ϱn∥f(un)− p∥2 + ϑn∥un − p∥2 + θn∥vn − p∥2

≤ ϱn∥f(un)− p∥2 + ϑn∥un − p∥2

+θn[∥un − p∥2 − ∥vn − un∥2 + 2δ∥vn − un∥∥A∗(T (F2,ψ2)
ρn − I)Aun∥]

≤ ϱn∥f(un)− p∥2 + (1− ϱn − θn)∥un − p∥2

+θn[∥un − p∥2 − ∥vn − un∥2 + 2δ∥vn − un∥∥A∗(T (F2,ψ2)
ρn − I)Aun∥]

≤ ϱn∥f(un)− p∥2 + ∥un − p∥2

−θn∥vn − un∥2 + 2θnδ∥vn − un∥∥A∗(T (F2,ψ2)
ρn − I)Aun∥

(3.36)
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Therefore

θn∥vn − un∥2 ≤ ϱn∥f(un)− p∥2 + ∥un − p∥2 − ∥un+1 − p∥2

+2θnδ∥vn − un∥∥A∗(T (F2,ψ2)
ρn − I)Aun∥

≤ ϱn∥f(un)− p∥2 + ∥un − un+1∥(∥un − p∥+ ∥un+1 − p∥)
+2θnδ∥vn − un∥∥A∗(T (F2,ψ2)

ρn − I)Aun∥(3.37)

Since ϱn → 0, ∥un − un+1∥ → 0, ∥A∗(T
(F2,ψ2)
ρn − I)Aun∥ → 0 and it is easily seen that

lim infn→∞ θn > 0, so we have

(3.38) lim
n→∞

∥vn − un∥ = 0.

From ∥Wnvn− vn∥ ≤ ∥Wnvn−un∥+ ∥un− vn∥, we also have ∥Wnvn− vn∥ → 0. At the
same time, we note that

(3.39) ∥Wvn − vn∥ ≤ ∥Wvn −Wnvn∥+ ∥Wnvn − vn∥.
It follows from (3.39) and Remark 2.1 that

(3.40) lim
n→∞

∥Wvn − vn∥ = 0.

Step 4. We show that {un} generated by Algorithm 1 converges strongly to u∗ ∈
∩∞
i=1Fix(Ki) ∩ Γ, where u∗ = P∩∞

i=1Fix(Ki)∩Γf(u
∗). To that end, we show that

(3.41) lim sup
n→∞

⟨f(u∗)− u∗, un − u∗⟩ ≤ 0.

where u∗ = P∩∞
i=1Fix(Ki)∩Γf(u

∗). First, we choose a subsequence {vnj} of {vn} such that

(3.42) lim
j→∞

⟨f(z)− z, vnj − z⟩ = lim sup
n→∞

⟨f(z)− z, vn − z⟩.

Step 4.1 We show that u∗ ∈ ∩∞
i=1Fix(Ki) ∩ Γ.

Since {vnj} is bounded, there exists a subsequence {vnji} of {vnj}, which converges
weakly to u∗. Without loss of generality, we can assume that vnj ⇀ u∗. From ∥Wvn −
vn∥ → 0, we obtain Wvnj ⇀ u∗.

Next, we will show u∗ ∈ Fix(W ). Assume that u∗ ̸= Fix(W ). Since vnj ⇀ u∗ and
u∗ ̸=Wu∗, from Opail’s condition, we have

lim inf
j→∞

∥vnj − u∗∥ < lim inf
j→∞

∥vnj −Wu∗∥

≤ lim inf
j→∞

(∥vnj −Wvnj∥+ ∥Wvnj −Wu∗∥)

≤ lim inf
j→∞

∥vnj − u∗∥.(3.43)

This is a contradiction. So we get u∗ ∈ Fix(W ) = ∩∞
i=1Fix(Ki).

Now, we show u∗ ∈ Γ. Since vn = T
(F1,ψ1)
µn (un + δA∗(T

(F2,ψ2)
ρn − I)Aun), we have

(3.44) F1(vn, v) + ψ1(vn, v) +
1

µn
⟨v − vn, vn − dn⟩ ≥ 0,∀v ∈ C,

where dn = un + δA∗(T
(F2,ψ2)
ρn − I)Aun. It follows from the monotonicity property of F1

that

(3.45) ψ1(vn, v) +
1

µn
⟨v − vn, vn − dn⟩ ≥ F1(v, vn),∀v ∈ C

which implies that

(3.46) ψ1(vn, v)+

〈
v−vni ,

vni − uni
µn

+δA∗
(
(T

(F2,ψ2)
ani

− I)Auni
µn

)〉
≥ F1(v, vni),∀v ∈ C.
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From ∥vn − un∥ → 0, we get vni ⇀ u∗ and vni−uni
µn

→ 0. Since limn→∞ ∥A∗(T
(F2,ψ2)
ρn −

I)Aun∥ = 0, then A∗
(
T (F2,ψ2)
ani

−I)Auni
µn

)
→ 0. Therefore

(3.47) ψ1(vni , v) ≥ F1(v, vni), ψ1(u
∗, v) ≥ F1(v, u

∗).

Let vt = tv + (1− t)u∗ for all t ∈ (0, 1]. Since v ∈ C and u∗ ∈ C, we get vt ∈ C. It follows
from Assumption 2.1 that

0 = F1(vt, vt) + ψ1(vt, vt) ≤ tF1(vt, v) + (1− t)F1(vt, u
∗)

+tψ1(vt, v) + (1− t)ψ1(vt, u
∗)

= t(F1(vt, v) + ψ1(vt, u
∗))

+(1− t)(F1(vt, u
∗) + ψ1(vt, u

∗))

≤ F1(vt, v) + ψ1(vt, v),(3.48)

so 0 ≤ F1(vt, v) +ψ1(vt, v). Letting t→ 0, se obtain 0 ≤ F1(u
∗, v) +ψ1(u

∗, v). This implies
that u∗ ∈ GEP (F1, ψ1).

Next, we show that Au∗ ∈ GEP (F2, ψ2). Since ∥vn − un∥ → 0, vn ⇀ u∗ as n → ∞ and
{un} is bounded, there exists a subsequence {unj} of {un} such that unj ⇀ u∗ and since
A is bounded linear operator, thus, Aunj ⇀ Au∗. From ∥T (F2,ψ2)

ρn − I)Aun∥ → 0, we have
T

(F2,ψ2)
ρn Aunj ⇀ Au∗. Therefore from Lemma 2.2, we have

(3.49)

F2(T
(F2,ψ2)
ρnj

Aunj , v)+ψ2(T
(F2,ψ2)
ρnj

Aunj , v)+
1

ρnj
⟨v−T (F2,ψ2)

ρnj
Aunj , T

(F2,ψ2)
ρnj

Aunj−Au∗⟩ ≥ 0,

∀v ∈ Q. Since F2 is upper semicontinuous in first argument, from above inequality, we
obtain

(3.50) F2(Au
∗, v) + ψ2(Au

∗, v) ≥ 0,∀v ∈ Q,

which mean that Au∗ ∈ GEP (F2, ψ2) and hence u∗ ∈ Γ. So, we get u∗ ∈ ∩∞
i=1Fix(Ki)∩Γ.

Step 4.2 We show that {un} convergence strongly to u∗ ∈ ∩∞
i=1Fix(Ki) ∩ Γ, where

u∗ = P∩∞
i=1Fix(Ki)∩Γf(u

∗).
Since u∗ = P∩∞

i=1Fix(Ki)∩Γf(u
∗), we have

lim sup
n→∞

⟨f(u∗)− u∗, un − u∗⟩ = lim
j→∞

⟨f(u∗)− u∗, unj − u∗⟩

= lim
j→∞

⟨f(u∗)− u∗, vnj − u∗⟩

= ⟨f(u∗)− u∗, u∗ − u∗⟩ ≤ 0(3.51)

From the definition of un+1 in Algorithm 1, we get that

∥un+1 − u∗∥2

≤ ∥ϑn(un − u∗) + θn(Wnvn − u∗)∥2 + 2ϱn⟨f(un)− u∗, un+1 − u∗⟩
= {ϑn∥un − u∗∥+ θn∥Wnvn − u∗∥}2 + 2ϱn⟨f(un)− f(u∗) + f(u∗)− u∗, un+1 − u∗⟩
≤ {ϑn∥un − u∗∥+ θn∥Wnvn − u∗∥}2 + 2ϱn⟨f(u∗)− u∗, un+1 − u∗⟩

+2ϱn⟨f(un)− f(u∗), un+1 − u∗⟩
≤ {ϑn∥un − u∗∥+ θn∥vn − u∗∥}2 + 2κϱn∥un − u∗∥∥un+1 − u∗∥

+2ϱn⟨f(un)− u∗, un+1 − u∗⟩
≤ (1− ϱn)

2∥un − u∗∥2 + κϱn(∥un+1 − u∗∥2 + ∥un − u∗∥2)
+2ϱn⟨f(u∗)− u∗, un+1 − u∗⟩,(3.52)
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which implies that

∥un+1 − u∗∥2 ≤ (1− ϱn)
2 + κϱn

1− κϱn
∥un − u∗∥2 + 2ϱn

1− κϱn
⟨f(u∗)− u∗, un+1 − u∗⟩

=
1− 2ϱn + κϱn

1− κϱn
∥un − u∗∥2 + ϱ2n

1− κϱn
∥un − u∗∥2

+
2ϱn

1− κϱn
⟨f(u∗)− u∗, un+1 − u∗⟩

≤
{
1− 2(1− κ)ϱn

1− κϱn

}
∥un − u∗∥2 + 2(1− κ)ϱn

1− κϱn

×
{

Mϱn
2(1− κ)

+
1

1− κ
⟨f(u∗)− u∗, un+1 − u∗⟩

}
= (1− φn)∥un − u∗∥2 + ϕnφn,(3.53)

where φn = 2(1−κ)ϱn
1−κϱn and ϕn = Mϱn

2(1−κ) +
1

1−κ ⟨f(u
∗) − u∗, un+1 − u∗⟩. It easily seen that∑∞

n=0 φn = ∞ and lim supn→∞ ϕn ≤ 0.Now applying Lemma 2.6, (3.51), (3.52) and (3.53),
we conclude that un → u∗ as n → ∞. Consequently, from (3.38), we have vn → u∗ as
n→ ∞. This completes the proof. □

For each i = 1, 2, · · · , setting the infinite family Ki of nonexpansive mappings to be
identity mappings. We obtain the following algorithm for solving split generalized equi-
librium problem.

Initialization: Choose the sequence {ϱn}, {θn}, {ϑn} in (0, 1) such that C1-C2 are
satisfied and δ ∈ (0, 1

L2 ), L is the spectral radius of the operator A∗A. Given
{µn} ⊂ [µ,∞) with µ > 0, {ρn} ⊂ [ρ,∞) with ρ > 0 such that C3 is satisfied.

Iterative Steps: For un ∈ H1, Set vn as:

vn = T (F1,ψ1)
ρn (un + δA∗(T (F2,ψ2)

ρn − I)Aun),

Step 2. Compute
un+1 = ϱnf(un) + ϑnun + θnvn,

If vn = un, stop vn is the solution of the SGEP Problem, otherwise set n := n+ 1
and go back to Step 1.

Corollary 3.1. Let C ⊂ H1, Q ⊂ H2 be nonempty closed and convex subsets of real Hilbert
space H1 and H2 respectively. Suppose F1, ψ1 : C × C → R and F2, ψ2 : Q × Q → R
be nonlinear mappings satisfying Assumption 2.1 with F2 as upper semicontinuous in the first
argument. Assume that the solution set Γ ̸= ∅. Also, let f : H1 → H1 be a contraction mapping
with constant κ ∈ (0, 1), A : H1 → H2 be a bounded linear operator with adjoint A∗. Suppose
that {ϱn}, {ϑn} and {θn} are three sequences in (0, 1) such that ϱn + ϑn + θn = 1. For given
u0 ∈ C arbitrary, the sequence {un} generated by the above algorithm converges strongly to
u∗ = PΓf(u

∗).

Proof. Take Kiu = u for all i = 1, 2, . . . and for all u ∈ C Wnu = u in Theorem 3.2. Hence,
the proof follows immediately from Theorem 3.2. □

4. NUMERICAL ILLUSTRATIONS

In this section, we give some numerical examples to illustrate the computational per-
formance of the proposed algorithm.
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Example 4.1. Suppose that H1 = H2 = R3 and C = Q = [0, 10]× [0, 10]× [0, 10]. Suppose
for each u ∈ H1, A : H1 → H2 be defined by Au = u

5 and for each u ∈ C, i = 1, 2, · · · , we
define Ki : C → H as

Ki(u) =
u+ 2i

1 + 3i
.

It can be easily seen thatKi is a nonexpansive mapping for each i ∈ N. and F (Ki) =
{

2
3

}
.

For each u, v ∈ C, define the bifunctions F1, ψ1 : C ×C → R by F1(u, v) = 2(u+ 1)(v − u)
and ψ1(u, v) = u(v − u). Also for each ū, v̄ ∈ Q, define F2, ψ2 : Q × Q → R by F2(ū, v̄) =
(ū− 10)(v̄ − ū) and ψ2(ū, v̄) = ū− v̄. It is easy to check that

TF1,ψ1
µn u =

u− 2µn
3µn + 1

and

TF2,ψ2
µn ū =

ū+ 11µn
µn + 1

.

We define the contraction map f(u) = u
2 with constant κ = 0.5. µn = n

n+1 , ϱn =
1

n+1 , ϑn = n
2n+3 , θn = 1 − ϱn − ϑn, ηn = 1

n+1 , ζn = 1
(n+1)2 and δ = 1

∥A∥2 as the control
parameters for the numerical illustrations.
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FIGURE 1. Convergence of the sequence un with different initial points.

In Figure 1, we illustrate the convergence of the sequence generated by Algorithm 1 by
considering four different cases of initial points randomly generated in [0, 10]. It can be
seen that the iterates of the proposed algorithm converges to the common solution of the
considered problem (1.4)-(1.5).
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TABLE 1. Comparative results of Algorithm 1 and the Scheme 1.9 (Algo-
rithm 2) with different initial values and tolerance

TOL x0 Algorithm 1 Algorithm 2
Iter. CPU Iter. CPU

10−6 (−3, 4,−1) 31 0.0504 46 0.0646
(4, 0, 2) 31 0.0678 48 0.1058

(5,−8, 1) 31 0.0414 48 0.1104

10−7 (−3, 4,−1) 57 0.0418 81 0.1103
(4, 0, 2) 57 0.0341 83 0.1042

(5,−8, 1) 57 0.0372 81 0.0867

10−8 (−3, 4,−1) 109 0.0357 142 0.0997
(4, 0, 2) 109 0.0311 144 0.1145

(5,−8, 1) 109 0.0365 143 0.0948

(A) Case I: u0 = (−3, 4,−1) (B) Case II: u0 = (4, 0, 2)

(C) Case III: u0 = (5,−8, 1)

FIGURE 2. Example 4.1, compared results for different initial values with
tolerance 10−8.

It can be observed from Table 1 that, for the given tolerances, the choices of inertial
points do not affect the convergence of the proposed Algorithm. The proposed algorithm
competes well and performs better than the compared algorithm in terms of less number
of iterations and computational time.

Next, we present an example in infinite dimensional space to support our strong con-
vergence result. We reported the computational performance of the proposed algorithm
in Figure 3 and the comparative results in Figure 4.
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Example 4.2. Suppose H1 = H2 = l2(R) =

{
u = (u1, u2, · · · , ut, · · · ), ut ∈ R and∑∞

t=1 |ut|
2
< ∞

}
be the vector space whose elements are 2-summable sequences {ut}∞t=1

of scalars in R. with inner product ⟨·, ·⟩ : l2 × l2 → R and induced norm ∥·∥ : l2 →
R defined for each u = {ut}∞t=1, v = {vt}∞t=1 ∈ l2 as ⟨u, v⟩ =

∑∞
k=1 utvt and ∥u∥ =√∑∞

t=1 |ut|
2 respectively. Suppose the bounded linear operator A : l2 → l2 be de-

fined by Au =
(
u1

3 ,
u2

3 , · · · ,
ut
3 , · · ·

)
for any {ut}∞t=1 ∈ l2, therefore, the adjoint is A∗v =(

v1
3 ,

v2
3 , · · · ,

vt
3 , · · ·

)
for each {vt}∞t=1 ∈ l2. We set the sets C = {u ∈ l2 : ∥u∥ ≤ 1} and Q =

{v ∈ l2 : ∥v∥ ≤ 1} . For each {ut}∞t=1, {vt}∞t=1 ∈ C, we define the bifunctions F1, ψ1 : C ×
C → R by F1(u, v) = v2+3uv−4v2 and ψ1(u, v) = v2−u2.Also for each {ūt}∞t=1, {v̄t}∞t=1 ∈
Q, define F2, ψ2 : Q×Q→ R by F2(ū, v̄) = 2v̄2 + ūv̄ + 3ū2 and ψ1(u, v̄) = ū− v̄. It is easy
to check that

TF1,ψ1
µn u =

u

7µn + 1
and TF2,ψ2

µn ū =
ū+ µn
5µn + 1

.

For each i = 1, 2, · · · , we define Ki : C → H as

Ki =
u+ 2i

1 + 3i
,

for all {ut}∞t=1 ∈ C.
For this example, for all {ut}∞t=1 ∈ C, we define the contraction map f(u) = u

2 . We set
the control parameters the same as in Example 4.1. We present the computational result
for two different initial points u0 = (1, 2, . . . , 1000, 0, . . .)T and
(1, 1, . . . , 11000, 0, . . .)

T .
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(D) Case II: Error against number of Iterations

FIGURE 3. Convergence of the sequence un with different initial points.
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(A) Case I: u0 = (1, 2, . . . , 1000, 0, . . .)T (B) Case II: (1, 1, . . . , 11000, 0, . . .)T .

FIGURE 4. Example 4.2, compared results for two different initial values
with tolerance 10−8.

5. CONCLUSION

In this paper, an iterative method for solving a common solution of a split generalized
equilibrium problem and a fixed point of a set of family of an infinite nonexpansive map-
pings in real Hilbert space is proposed and studied. Under some suitable and easy to
verify conditions, a strong convergence theorem of the sequences generated by the pro-
posed method to the common element of the solutions of the considered problems based
on the viscosity method are established. Numerical examples to illustrate the implemen-
tation of the proposed method indicates that, the proposed method is implementable and
our theorem is an extension and improvement of some results obtained in the literature.
As a future work, we are going to consider a self-adaptive version of the proposed method
that does not require the computation of the operator norms involved.
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