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An accelerated Visco-Cesaro means Tseng Type splitting
method for fixed point and monotone inclusion problems

YASIR ARFAT1, POOM KUMAM1,2,3, MUHAMMAD AQEEL AHMAD KHAN4 and PARINYA
SA NGIAMSUNTHORN5

ABSTRACT. In this paper, we study a variant of Tseng’s splitting method for monotone inclusion problem and
fixed point problem associated with a finite family of η-demimetric mappings in Hilbert spaces. The proposed
algorithm is based on the combination of classical Tseng’s method together with the viscosity Cesáro means
method and the Nesterov’s acceleration method. The proposed iterative method exhibits accelerated strong
convergence characteristics under suitable set of control conditions in such framework. Finally, we provide
a numerical example to illustrate the applicability of the proposed algorithm as well as some useful abstract
applications.

1. INTRODUCTION AND PRELIMINARIES

Let H be a real Hilbert space with the inner product < ·, · > and the associated norm
∥ · ∥. The classical monotone inclusion problem aims to find

(1.1) x∗ ∈ H such that 0 ∈ Ax∗ +Bx∗,

where A : H → 2H is a multi-valued operator and B : H → H is a single-valued operator.
The problem (1.1), in the context of monotone operator theory, has been largely consid-

ered for modeling various real world as well as theoretical problems in the field of convex
optimization, subgradients, partial differential equations, variational inequalities and im-
age processing, evolution equations and inclusions, see for instance, [15, 14, 17, 32] and
the references cited therein.

Since (1.1) is complex in nature and therefore requires sophisticated tools and itera-
tive algorithms for the consequent analysis. The elegant forward-backward (FB) iterative
algorithm [27, 30] is prominent among various iterative algorithms to solve (1.1). It is
worth mentioning that FB iterative algorithm exhibits weak convergence even assuming
the stronger conditions on the operators A and B. Later, Tseng [35] modified the FB it-
erative algorithm for weak convergence results in Hilbert spaces. Recently, Gibali and
Thong [21] considered a modified variant of the Tseng’s splitting method to establish
strong convergence results in Hilbert spaces. We remark that the several general split-
ting algorithms are available in the literature with specific limitations. However, new
splitting algorithms are formulated in such a way to unify and/or combine the existing
splitting algorithms with enhanced intrinsic properties. We, therefore, propose and ana-
lyze a splitting method comprises of forward-backward-forward (FBF) iterates or Tseng’s
splitting method in Hilbert spaces.

We now elaborate some necessary concepts of fixed point theory as follows:
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Let C be a nonempty subset of a real Hilbert space H. For an operator S : C → C, the
set Fix(S) = {x ∈ C | x = Sx} denotes the set of fixed points of the operator S. Recall
that the operator S is called (i) nonexpansive, if ∥Sx− Sy∥ ≤ ∥x− y∥, for all x, y ∈ C; (ii)
quasi-nonexpansive, if Fix(S) ̸= ∅ and ∥Sx− y∥ ≤ ∥x− y∥, for all x ∈ C and y ∈ Fix(S);
(iii) firmly nonexpansive if for each x, y ∈ H such that ∥Sx− Sy∥2 ≤ ⟨Sx− Sy, x− y⟩ (iv)
η-strict pseudocontraction [11], if there exists η ∈ [0, 1) such that

∥Sx− Sy∥2 ≤ ∥x− y∥2 + η∥x− y − (Sx− Sy)∥2, for all x, y ∈ C;

(v) η-demicontractive if Fix(S) ̸= ∅ and there exists η ∈ [0, 1) such that

∥Sx− y∥2 ≤ ∥x− y∥2 + η∥x− Sx∥2, for all x ∈ C and y ∈ Fix(S);

(vi) η-demimetric [33] where η ∈ (−∞, 1), if Fix(S) ̸= ∅ such that

⟨x− y, (Id− S)x⟩ ≥ 1

2
(1− η)∥(Id− S)x∥2, for all x ∈ C and y ∈ Fix(S),

where Id denotes the identity operator. Note that

∥Sx− y∥2 ≤ ∥x− y∥2 + η∥x− Sx∥2, for all x ∈ C and y ∈ Fix(S).

is an equivalent representation of an η-demimetric operator. It is evident that the class of
η-demimetric operators contains the operators defined in (i)-(iv).

Fixed point theory of nonlinear operators is a fertile field of research and emerged as
a powerful tool to solve a variety of problems arising in various branches of sciences
[15, 22, 23]. In 1975, Baillon[9] established the first nonlinear ergodic theorem as follows:

Theorem 1.1 ([9]). Let C be a nonempty, closed and convex subset of a real Hilbert space H and
let S : C → C be a nonexpansive operator such that Fix(S) ̸= ∅ then for all x ∈ C, the Cesáro
means

Snx =
1

N

N−1∑
i=0

Six, ∀N ≥ 1,

weakly converges to a fixed point of S.

Since then the classical Cesáro means method have been considered for various classes
of nonlinear operators, see [16, 25, 26] and the references cited therein. It is worth men-
tioning that the Cesáro means method fails to converge strongly for the class of nonex-
pansive operators[20]. In order to obtain strong convergence results, one has to impose
additional requirements on the iterative algorithm. In 1967, Halpern[24] introduced and
analyzed an iterative algorithm which strongly converges to the closest fixed point of the
nonexpansive operator. It is remarked that the Halpern iterative algorithm coincides with
the Cesáro means method for linear operators. In 2000, Moudafi [29] proposed and ana-
lyzed the strongly convergent viscosity iterative algorithm by utilizing a strict contraction
operator instead of the anchor point in the Halpern iterative algorithm. In this paper, we
are going to study an algorithm based on the combination of classical Tseng’s method as-
sociated with the monotone inclusion problem together with the viscosity Cesáro means
method for η-demimetric operators. In order to enhance the speed of convergence of the
proposed iterative algorithm, we also utilize the inertial extrapolation technique essen-
tially due to Polyak [31], see also[1, 2, 3, 4, 5, 6, 7].

The rest of the paper is organized as follows: Section 2 contains preliminary concepts
and results regarding monotone operator theory and fixed point problem theory. Section
3 comprises strong convergence results of the proposed algorithm whereas Section 4 deals
with the efficiency of the proposed algorithm and its comparison with the existing algo-
rithm by numerical experiments. Section 5 provides various abstract applications of of
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the proposed algorithm in minimization problems, split feasibility problems and image
processing.

2. PRELIMINARIES

We start this section with the mathematical preliminary concepts required in the sequel.
An operator PH

C is said to be metric projection of H onto nonempty, closed and convex
subset C if for every x ∈ H, there exists a unique nearest point in C denoted by PH

C x such
that

∥x− PH
C x∥ ≤ ∥x− z∥, for all z ∈ C.

It is remarked that the metric projection operator satisfies firmly nonexpansiveness and
can be characterized as:

⟨x− PH
C x, P

H
C x− y⟩ ≥ 0, for all x ∈ H and y ∈ C.

Recall that a set-valued operator A : H → 2H is called monotone, if for all x, y ∈ H,
u ∈ Ax and v ∈ Ay then ⟨x − y, u − v⟩ ≥ 0. Moreover, a monotone operator A is said
to be maximal monotone if there is no proper monotone extension of A. For a monotone
operator A, the associated resolvent operator JA

m of index m > 0 is defined as

JA
m = (Id+mA)−1,

where (·)−1 denotes the inverse operator.
Note that the resolvent operator JA

m is well defined everywhere on Hilbert space H.
Further, JA

m is single valued and satisfies the firmly nonexpansiveness. Furthermore, x ∈
A−1(0) if and only if x = JA

m(x).

Definition 2.1. Let S : C → C be a nonexpansive operator defined on a nonempty, closed
and convex subset of a real Hilbert space H. The operator Id− S is said to be demiclosed
at the origin provided that for any sequence (xn) in C that converges weakly to some x
and if the sequence ((Id− S)xn) converges strongly to 0, then (Id− S)(x) = 0.

The rest of this section is organized with the celebrated results required in the sequel.

Lemma 2.1. Let x, y, z ∈ H and α, β, γ ∈ [0, 1] ⊂ R and α+ β + γ = 1 then we have
(1) ∥x+ y∥2 ≤ ∥x∥2 + 2⟨y, x+ y⟩;
(2) ∥βx+ (1− β)y∥2 = β∥x∥2 + (1− β)∥y∥2 − β(1− β)∥x− y∥2.
(3) ∥αx+βy+γz∥2 = α∥x∥2+β∥y∥2+γ∥z∥2−αβ∥x−y∥2−αγ∥x− z∥2−βγ∥y− z∥2

Lemma 2.2 ([33]). Let C be a nonempty, closed and convex subset of a Hilbert space H and let
S : C → H be an η-demimetric operator with η ∈ (−∞, 1). Then Fix(S) is closed and convex.

Lemma 2.3 ([34]). Let C be a nonempty, closed and convex subset of a Hilbert space H and let
S : C → H be an η-demimetric operator with η ∈ (−∞, 1) and Fix(S) ̸= ∅. Let γ be a real
number with 0 < γ < 1−η and set L = (1−γ)Id+γS, then L is a quasi-nonexpansive operator
of C into H.

Lemma 2.4 ([12]). Let C be a nonempty bounded closed convex subset of a uniformly convex
Banach space and S : C → C be a nonexpansive operator. For each x ∈ C and the Cesáro means
Snx = 1

N

∑N−1
i=0 Six, then lim supn→∞ ∥Snx− S(Snx)∥ = 0.

Lemma 2.5 ([10]). Let A : H → 2H be a maximal monotone operator and B : H → H be a
Lipschitz continuous and monotone operator. Then the operator A + B is a maximal monotone
operator.
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Lemma 2.6 ([21]). Let A : H → 2H be a maximal monotone operator and B : H → H be
a mapping on H. Define Sµ := (Id + µA)−1(Id − µB), µ > 0. Then we have Fix(Sµ) =
(A+B)−1(0), for all µ > 0.

Lemma 2.7 ([37]). Let (bn) be a sequences of nonnegative real numbers and there exists n0 ∈ N
such that:

bn+1 ≤ (1− ψn)bn + ψncn + dn, ∀ n ≥ n0,

where (ψn) ⊂ (0, 1) and (cn), (dn) with the following conditions hold:
(I)

∑∞
n=1 ψn = ∞;

(II) lim supn→∞ cn ≤ 0;
(III)

∑∞
n=1 dn <∞, ∀ 0 ≤ dn(0 ≤ n),

then limn→∞ bn = 0.

Lemma 2.8 ([28]). Let (qn) be a sequence of nonnegative real numbers. Suppose that there is a
subsequence (qnj

) of (qn) such that qnj
< qnj+1 for all j ∈ N, then there exists a nondecreasing

sequence (εk) of N such that limk→∞ εk = ∞ and satisfy the following properties such that:

qεk ≤ qεk+1 and qk ≤ qεk+1,

for some large number k ∈ N. Thus, εk is the largest number n in the set {1, 2, · · · , k} such that
qn < qn+1.

3. MAIN RESULTS

In this section, we prove the following strong convergence result.

Theorem 3.2. Let A : H → 2H be a maximally monotone operator and let B : H → H be
a monotone and ρ-Lipschitz operator for some ρ > 0 defined on a real Hilbert space H. For all
i ∈ {1, 2, · · · , N}, let Si : H → H be a finite family of η-demimetric operators with η ∈ (−∞, 1)
such that Id − Si is demiclosed at the origin and let h : H → H be a contraction mapping with
constant λ ∈ [0, 1). Assume that Γ = (A + B)−1(0) ∩

⋂N
i=1 Fix(Si) ̸= ∅, µ1 > 0, σ ∈ (0, 1),

(ξn) ⊂ [0, 1) and (αn), (βn) are sequences in (0, 1). For given x0, x1 ∈ H, let the iterative
sequence (xn) be generated by

(3.2)


un = xn + ξn(xn − xn−1);
vn = JA

µn
(Id− µnB)un;

wn = vn − µn(Bvn −Bun);
xn+1 = αnh(xn) + (1− αn − βn)xn + βn(

1
N

∑N−1
i=0 ((1− γn)Id+ γnSi))wn.

Assume that the following step size rule

µn+1 =

{
min

{
σ∥un−vn∥

∥Bun−Bvn∥ , µn

}
, if Bun −Bvn ̸= 0;

µn, otherwise,

and the conditions hold:

(C1)
∑∞

n=1 ξn∥xn − xn−1∥ <∞;
(C2) limn→∞ αn = 0 and

∑∞
n=1 αn = ∞, and for each n ∈ N, 0 < a∗ < lim infn→∞ βn ≤

lim supn→∞ βn < b∗ < 1− αn, where a∗, b∗ be positive real numbers.
Then the sequence (xn) generated by (3.2) converge strongly to a point x̄ = PΓ ◦ h(x̄).

In order to prove Theorem 3.2, we need the following results from [21].

Lemma 3.9 ([21]). The sequence (µn) generated by (3.2) is a nonincreasing sequence with a lower
bound of min{µ1,

σ
ρ }.
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Lemma 3.10 ([21]). Assume that Conditions (C1)–(C2) hold and let (wn) be any sequence gen-
erated by (3.2), we have

(3.3) ∥wn − x̄∥2 ≤ ∥xn − x̄∥2 −
(
1− σ2 µ2

n

µ2
n+1

)
∥xn − vn∥2,

and

(3.4) ∥wn − vn∥ ≤ σ
µn

µn+1
∥xn − vn∥.

Lemma 3.11. Assume that Conditions (C1)–(C2) hold and suppose that

lim
n→∞

∥xn − un∥ = lim
n→∞

∥xn − vn∥ = lim
n→∞

∥xn − wn∥ =

lim
n→∞

∥∥∥wn −
( 1

N

N−1∑
i=0

((1− γn)Id+ γnSi)
)
wn

∥∥∥ = 0.

Let (xn) and (un) be two sequences generated by (3.2). If a subsequence (xnt
) of xn converges

weakly to some x∗ ∈ H then x∗ ∈ Γ.

Proof. Let x∗ ∈ H such that xnt ⇀ x∗ then x∗ ∈ (A+B)−1(0) follows from [21, Lemma 7].
Since limn→∞ ∥xn − wn∥ = 0 and xnt ⇀ x∗ therefore we have wnt ⇀ x∗. Since

lim
n→∞

∥∥∥wn −
( 1

N

N−1∑
i=0

((1− γn)Id+ γnSi)
)
wn

∥∥∥ = 0,

therefore, utilizing Lemma 2.1, we get x∗ ∈ Fix(Si) and hence x∗ ∈ Γ.
Now we are able to prove the main result of this section.

Proof of Theorem 3.2. For simplicity, the proof is divided into the following steps.
Step 1. Show that the sequence (xn) is bounded.
Let x̄ ∈ Γ, then for each n ∈ N we have

∥un − x̄∥2 = ∥xn − x̄+ ξn(xn − xn−1)∥2

≤ ∥xn − x̄∥2 + ξ2n∥xn − xn−1∥2 + 2ξn⟨xn − x̄, xn − xn−1⟩.(3.5)

Now for all i ∈ {1, 2, · · · , N}, set Sn = 1
N

∑N−1
i=0 ((1− γn)Id+ γnSi). Utilizing Lemma 2.3

for any x̄ ∈ Γ, we observe that

∥Snx− x̄∥ =
∥∥∥ 1

N

N−1∑
i=0

((1− γn)Id+ γnSi)x− x̄
∥∥∥

≤ 1

N

N−1∑
i=0

∥((1− γn)Id+ γnSi)x− x̄∥

≤ 1

N

N−1∑
i=0

∥x− x̄∥ = ∥x− x̄∥.

It follows from the above estimate that Sn is a quasi-nonexpansive operator. Since limn→∞(1−
σ2 µ2

n

µ2
n+1

) = 1− σ2 > 0, therefore for each n ≥ n0 where n0 ∈ N, we have that

(3.6) 1− σ2 µ2
n

µ2
n+1

> 0.

From (3.3) and (3.6), we obtain

(3.7) ∥wn − x̄∥ ≤ ∥xn − x̄∥.
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Further, from (C2) and (3.7), we have

∥xn+1 − x̄∥ = ∥αn(h(xn)− x̄) + (1− αn − βn)(xn − x̄) + βn(Snwn − x̄)∥
≤ αn∥h(xn)− x̄∥+ (1− αn − βn)∥xn − x̄∥+ βn∥Snwn − x̄∥
≤ αn∥h(xn)− h(x̄)∥+ αn∥h(x̄− x̄)∥+ (1− αn − βn)∥xn − x̄∥

+βn∥wn − x̄∥
≤ αnλ∥xn − x̄∥+ αn∥h(x̄)− x̄∥+ (1− αn)∥xn − x̄∥

= (1− αn(1− λ))∥xn − x̄∥+ αn(1− λ)
∥h(x̄)− x̄∥

1− λ

≤ max
{
∥xn − x̄∥, ∥h(x̄)− x̄∥

1− λ

}
.

Thus, for all n ≥ n0, ∥xn+1 − x̄∥ ≤ max{∥xn0
− x̄∥, ∥h(x̄)−x̄∥

1−λ }. This implies that (∥xn − x̄∥)
is bounded.
Step 2. Compute the following two estimates:

(i) : βn

(
1− σ2 µ2

n

µ2
n+1

)
∥xn − vn∥2 + βn(1− αn − βn)∥xn − Snwn∥2 ≤

∥xn − x̄∥2 − ∥xn+1 − x̄∥2 + αn∥h(xn)− x̄∥2;(3.8)

(ii) :∥xn+1 − x̄∥2 ≤ [1− αn(1− λ)]∥xn − x̄∥2

+ αn(1− λ)
( 2

1− λ
(βn∥xn − Snwn∥∥xn+1 − x̄∥+ ⟨h(x̄)− x̄, xn+1 − x̄)⟩)

)
.(3.9)

Utilizing Lemma 2.1(iii), we obtain

∥xn+1 − x̄∥2 = ∥αn(h(xn)− x̄) + (1− αn − βn)(xn − x̄) + βn(Snwn − x̄)∥2

= αn∥h(xn)− x̄∥2 + (1− αn + βn)∥xn − x̄∥2 + βn∥(Snwn − x̄)∥2

−αn(1− αn − βn)∥h(xn)− xn∥2

−βn(1− αn − βn)∥xn − Snwn∥2 − αnβn∥h(xn)− Snwn∥2

≤ αn∥h(xn)− x̄∥2 + (1− αn − βn)∥xn − x̄∥2 + βn∥wn − x̄∥2

−βn(1− αn − βn)∥xn − Snwn∥2.

Now utilizing (3.3) in the above estimate, we get

∥xn+1 − x̄∥2 ≤ αn∥h(xn)− x̄∥2 + (1− αn)∥xn − x̄∥2 − βn(1− αn − βn)∥xn − Snwn∥2

−βn
(
1− σ2 µ2

µ2
n+1

)
∥xn − vn∥2

≤ αn∥h(xn)− x̄∥2 + ∥xn − x̄∥2 − βn(1− αn − βn)∥xn − Snwn∥2

−βn
(
1− σ2 µ2

µ2
n+1

)
∥xn − vn∥2.

Simplifying the above estimate, we have the desired estimate (3.8).
Next, by using (C2) and setting jn = (1− βn)xn + βnSnwn, we get

∥jn − x̄∥ ≤ ∥xn − x̄∥,(3.10)

and

(3.11) ∥xn − jn∥ = βn∥xn − Snwn∥.
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Utilizing (3.10), (3.11) and Lemma 2.1(ii)-(iii), the desired estimate (3.9) follows from the
following calculation:

∥xn+1 − x̄∥2

= ∥(1− αn)(jn − x̄) + αn(h(xn)− h(x̄))− αn(xn − jn)− αn(x̄− h(x̄))∥2

≤ ∥(1− αn)(jn − x̄) + αn(h(xn)− h(x̄))∥2 − 2αn⟨xn − jn + x̄− h(x̄), xn+1 − x̄⟩
≤ (1− αn)∥jn − x̄∥2 + αn∥h(xn)− h(x̄)∥2 − 2αn⟨xn − jn + x̄− h(x̄), xn+1 − x̄⟩
≤ (1− αn)∥xn − x̄∥2 + αnλ∥xn − x̄∥2 + 2αn⟨xn − jn, x̄− xn+1⟩
+ 2αn⟨h(x̄)− x̄, xn+1 − x̄⟩

≤ (1− αn(1− λ))∥xn − x̄∥2 + 2αn∥xn − jn∥∥xn+1 − x̄∥+ 2αn⟨h(x̄)− x̄, xn+1 − x̄⟩
= (1− αn(1− λ))∥xn − x̄∥2 + 2αnβn∥xn − Snwn∥∥xn+1 − x̄∥
+ 2αn⟨h(x̄)− x̄, xn+1 − x̄⟩

= (1− αn(1− λ))∥xn − x̄∥2 + αn(1− λ)
( 2

1− λ
(βn∥xn − Snwn∥∥xn+1 − x̄∥

+ ⟨h(x̄)− x̄, xn+1 − x̄⟩)
)
.

Step 3. Show that limn→∞ ∥xn − x̄∥ = 0.
We consider the two possible cases on the sequence (∥xn − x̄∥).
Case A For all n ≥ n0, ∥xn+1−x̄∥2 ≤ ∥xn−x̄∥2 and n0 ∈ N. This implies that limn→∞ ∥xn−
x̄∥ exists. Since limn→∞(1− σ2 µ2

n

µ2
n+1

) = 1− σ2 > 0. By using (C2) and (3.8), we have

(3.12) lim
n→∞

∥xn − vn∥ = lim
n→∞

∥xn − Snwn∥ = 0.

From (3.4), we get

(3.13) lim
n→∞

∥wn − vn∥ = 0.

By the definition of (un) and (C1), we have

(3.14) lim
n→∞

∥un − xn∥ = lim
n→∞

ξn∥xn − xn−1∥ = 0.

By using the triangle inequality, we obtain the following estimates:

∥un − vn∥ ≤ ∥un − xn∥+ ∥xn − vn∥ → 0, as n→ ∞;

∥un − wn∥ ≤ ∥un − vn∥+ ∥vn − wn∥ → 0, as n→ ∞;

∥xn − wn∥ ≤ ∥xn − vn∥+ ∥vn − wn∥ → 0, as n→ ∞;

∥wn − Snwn∥ ≤ ∥xn − wn∥+ ∥xn − Snwn∥ → 0, as n→ ∞.

By using Lemma 2.4, we have

(3.15) lim sup
n→∞

∥Snwn − S(Snwn)∥ = 0.

Note that for all n ∈ N, we get

∥xn+1 − xn∥ ≤ ∥xn+1 − Snwn∥+ ∥xn − Snwn∥
≤ αn∥h(xn)− xn∥+ (2− βn)∥xn − Snwn∥.(3.16)

From (3.12) and (C2), the estimate (3.16) implies that

(3.17) lim
n→∞

∥xn+1 − xn∥ = 0.

Similarly, from (3.14), (3.17) and the following triangle inequality, we have

∥xn+1 − un∥ ≤ ∥xn+1 − xn∥+ ∥xn − un∥ → 0, as n→ ∞.
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Since (xn) is bounded, then there exists a subsequence (xnt
) of (xn) with xnt

⇀ x∗ ∈ H.
Now utilizing Lemma 3.11 we have x∗ ∈ Γ.
By making use of the estimate (3.17), we get

lim sup
n→∞

⟨h(x̄)− x̄, xn+1 − x̄⟩ ≤ lim sup
n→∞

⟨h(x̄)− x̄, xn+1 − xn⟩+

lim sup
n→∞

⟨h(x̄)− x̄, xn − x̄⟩ ≤ 0.(3.18)

From the estimate (3.18) and Lemma 2.7, we get limn→∞ ∥xn − x̄∥ = 0.
Case B There exists a subsequence (∥xnk

− x̄∥2) of (∥xn − x̄∥2) such that ∥xnk
− x̄∥ <

∥xnk+1 − x̄∥ for all k ∈ N.
It follows from Lemma 2.8 that there exists a nondecreasing sequence (bm) ∈ N such that
limm→∞ bm = ∞, for all m ∈ N with the inequality ∥xbm − x̄∥2 ≤ ∥xbm+1 − x̄∥2 holds. In
a similar fashion from (3.8), we obtain

βbm

(
1− σ2

µ2
bm

µ2
bm+1

)
∥xbm − vbm∥2 + βbm(1− αbm − βbm)∥xbm − Sbmwbm∥2

≤ ∥xbm − x̄∥2 − ∥xbm+1 − x̄∥2 + αbm∥h(xbm)− x̄∥2

≤ αbm∥h(xbm)− x̄∥2.
Since limn→∞ αn = 0, so we get

lim
m→∞

∥xbm − vbm∥ = lim
m→∞

∥xbm − Sbmwbm∥ = 0.

Similarly from Case A, we have

lim sup
m→∞

⟨h(x̄)− x̄, xbm+1 − x̄⟩ ≤ 0.

Using (3.9) for n ≥ max{n∗, n0}, we have the following estimate:

∥xbm+1 − x̄∥2

≤ (1− αbm(1− λ))∥xbm − x̄∥2 + αbm(1− λ)
( 2

1− λ
(βbm∥xbm − Sbmwbm∥∥xbm+1 − x̄∥

+ ⟨h(x̄)− x̄, xbm+1 − x̄⟩)
)

≤ (1− αbm(1− λ))∥xbm+1 − x̄∥2 + αbm(1− λ)
( 2

1− λ
(βbm∥xbm − Sbmwbm∥∥xbm+1 − x̄∥

+ ⟨h(x̄)− x̄, xbm+1 − x̄⟩)
)
.

The above estimate yields that

∥xbm+1 − x̄∥2

≤ 2

1− λ
(βbm∥xbm − Sbmwbm∥∥xbm+1 − x̄∥+ ⟨h(x̄)− x̄, xbm+1 − x̄⟩).(3.19)

Therefore, lim supm→∞ ∥xbm − x̄∥2 ≤ 0. Therefore, xn → x̄ ∈ Γ and this completes the
proof. □

Replacing viscosity iteration in sequence (3.2) by Halpern’s one, we have the following
iterates:

Theorem 3.3. Let A : H1 → 2H be a maximally monotone operator and let B : H → H1 be
a monotone and ρ-Lipschitz operator for some ρ > 0 defined on a real Hilbert space H. For all
i ∈ {1, 2, · · · , N}, Si : H → H be a finite family of η-demimetric operators with η ∈ (−∞, 1)

such that Id−Si is demiclosed at the origin. Assume that Γ = (A+B)−1(0)∩
⋂N

i=1 Fix(Si) ̸= ∅,
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(µ1) > 0, σ ∈ (0, 1), (ξn) ⊂ [0, 1), and (αn), (βn) are sequences in (0, 1). For given p, x0, x1 ∈
H, let the iterative sequence (xn) be generated by

(3.20)


un = xn + ξn(xn − xn−1);
vn = JA

µn
(Id− µnB)un;

wn = vn − µn(Bvn −Bun);
xn+1 = αnp+ (1− αn − βn)xn + βn(

1
N

∑N−1
i=0 ((1− γn)Id+ γnSi))wn.

Assume that the following step size rule

µn+1 =

{
min

{
σ∥un−vn∥

∥Bun−Bvn∥ , µn

}
, if Bun −Bvn ̸= 0;

µn, otherwise.

and the conditions hold:
(C1)

∑∞
n=1 ξn∥xn − xn−1∥ <∞;

(C2) limn→∞
αn

βn
= 0, limn→∞(1− αn − βn) = 0 and

∑∞
n=1

αn

βn
= ∞.

(C3) For each n ∈ N, 0 < a∗ < lim infn→∞ βn ≤ lim supn→∞ βn < b∗ < 1 − αn, where a∗, b∗

be positive real numbers.
Then the sequence (xn) generated by (3.20) converge strongly to a point x̄ = PΓ ◦ h(x̄).

Remark 3.1. In order to obtain the desired result, we have to assume a stopping criteria
for (3.20) like that if n > nmax for some chosen sufficiently large number nmax.

Proof. Observe that for each n ≥ 1, arguing similarly as in the proof of Theorem 3.2 (Steps
1-3), we deduce that Γ is well-defined, closed and bounded. Furthermore, the sequence
(xk) is bounded and

(3.21) lim
n→∞

∥xn+1 − xn∥ = 0.

Let xn+1 = αnp+(1−αn−βn)xn+βnSnwn. An easy calculation along (3.20) and (C2)-(C3)
implies that

∥Snwn − xn∥ ≤ 1

βn
∥xn+1 − xn∥+

αn

βn
∥h(p)− xn∥+

1− αn − βn
βn

∥p− xn∥.

Hence, the above estimate implies that

lim
n→∞

∥Snwn − xn∥ = 0.

The rest of the proof follows immediately from the proof of Theorem 3.2 and is therefore
omitted. □

Remark 3.2. The condition (C1) is easily applicable in numerical calculation since the
value of ∥xn − xn−1∥ is known before choosing (ξn) which satisfies 0 ≤ ξn ≤ ξ̂n

ξ̂n =

{
min

{
Θn

∥xn−xn−1∥ , ξ
}
if xn ̸= xn−1;

ξ otherwise,

where (Θn) is a positive sequence such that
∑∞

n=1 Θn <∞ and ξ ∈ [0, 1).

4. APPLICATIONS

In this section, we illustrate some theoretical results as an application of our main result
in Section 3.
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Split Convex Feasibility Problem. Let H1 and H2 be two real Hilbert spaces and ℏ :
H1 → H2 be a bounded linear operator. Let C and Q be nonempty, closed and convex
subsets of H1 and H2, respectively. The formalism x̄ ∈ C such that ℏx̄ ∈ Q is referred as
the split convex feasibility problem (SCFP) where as the set ω := C ∩ ℏ−1(Q) = {x̄ ∈ C :
ℏx̄ ∈ Q} denotes the corresponding solutions of SCFP.

In the sequel, we recall the indicator function bC associated with the set C as

bC(x̄) :=

{
0, x̄ ∈ C;
∞, otherwise.

It is well-known that the proximal operator of bC is the metric projection on C

proxbC = argminp̄∈C∥p̄− x̄∥ = PC(x̄).

Setting B(x̄) = ℏ∗(Id − PQ)ℏx̄, where PQ is the metric projection onto Q and A(x̄) =
proxbC (x̄) = ∂bC (x̄) then the SCFP has the inclusion structure as defined in (1.1). Since
B is ρ-Lipschitz continuous, where ρ = ∥ℏ∥2 = 1 and A is maximal monotone, (see [8]),
therefore, we compute the SCFP from the following result:

Theorem 4.4. Let H1 and H2 be two real Hilbert spaces and let ℏ : H1 → H2 be a bounded linear
operator. LetC andQ be nonempty, closed and convex subsets of H1 and H2, respectively. Assume
that Γ = ω ∩

⋂N
i=1 Fix(Si) ̸= ∅ and (ξn) is a bounded real sequence. For given x0, x1 ∈ H1, let

the iterative sequence (xn) be generated by

(4.22)


un = xn + ξn(xn − xn−1);
vn = PC(Id− µnℏ∗(Id− PQ)ℏ)un;
wn = vn − µn((ℏ∗(Id− PQ)ℏ)vn − (ℏ∗(Id− PQ)ℏ)un);
xn+1 = αnh(xn) + (1− αn − βn)xn + βn(

1
N

∑N−1
i=0 ((1− γn)Id+ γnSi))wn.

Assume that the following step size rule

µn+1 =


min{ σ∥un−vn∥

∥(ℏ∗(Id−PQ)ℏ)un−(ℏ∗(Id−PQ)ℏ)vn∥ , µn},
if (ℏ∗(Id− PQ)ℏ)un − (ℏ∗(Id− PQ)ℏ)vn ̸= 0;
µn, otherwise,

and the conditions (C1)-(C2) hold. Then the sequence (xn) generated by (4.22) converges strongly
to an element x̄ = PΓ ◦ h(x̄).

Convex Minimization Problems. Let f : H → R be a convex differentiable function and
g : H → R be a convex lower semicontinuous function defined on a real Hilbert space H.
We consider the following convex minimization problem of finding x̄ ∈ H such that

(4.23) f(x̄) + g(x̄) = min
x∈H

{
f(x) + g(x)

}
.

In view of the Fermat’s rule, the problem (4.23) is equivalent to the following problem of
finding x̄ ∈ H such that

(4.24) 0 ∈ ∇f(x̄) + ∂g(x̄),

where the subdifferential ∂g is a maximal monotone operator and the gradient ∇f is ρ-
Lipschitz continuous [8, 32]. Assume that ω, the set of solutions of problem (4.23), is
nonempty and setting B := ∇f and A := ∂g in Theorem 3.2, we compute the following
result:

Theorem 4.5. Let f : H → R be a convex differentiable function such that the gradient ∇f is ρ-
Lipschitz continuous and g : H → R be a convex lower semicontinuous function defined on a real
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Hilbert space H. Assume that Γ = ω ∩
⋂N

i=1 Fix(Si) ̸= ∅ and (ξn) is a bounded real sequence.
For given x0, x1 ∈ H, let the iterative sequences (xn) be generated by

(4.25)


un = xn + ξn(xn − xn−1);
vn = J∂g

µn
(Id− µn∇f)un;

wn = vn − µn(∇fvn −∇fun);
xn+1 = αnh(xn) + (1− αn − βn)xn + βn(

1
N

∑N−1
i=0 ((1− γn)Id+ γnSi))wn.

Assume that the following step size rule

µn+1 =

{
min

{
σ∥un−vn∥

∥∇fun−∇fvn∥ , µn

}
, if ∇fun −∇fvn ̸= 0;

µn, otherwise,

and the conditions (C1)-(C2) hold. Then the sequence (xn) generated by (4.25) converges strongly
to an element x̄ = PΓ ◦ h(x̄).

Application to Image Processing Problems: Images are a main source of human in-
formation about the world. The theory of image processing deals with the restoration
and enhancement of the original noisy and blurred images. For a given matrix ℏ ∈ Rn×n

describing a blur operator and a given vector w ∈ Rn representing the blurred and noisy
image, the task is to estimate the unknown original image z ∈ Rn via the following convex
minimization problem:

(4.26) min
z∈Rn

{1

2
∥ℏz − w∥22 + k∥z∥1

}
,

where k > 0 is a regularization parameter.
In connection with Theorem 4.4, we set A(z) = ∥z∥1, B(z) = 1

2∥ℏz − w∥22 and k =

0.7875. Also fix µ = 0.001, ξn = 1
(100∗n+1)2 , αn = 1

n , βn = 1
58∗n+1 . The quality of the

the restored images are analyzed on the following scale of signal to noise ratio (SNR)
defined as SNR = 20 log10

∥z∥2

∥z−zn∥2 , where z and zn are the original and estimated images
at iteration n, respectively. We compare the performance of the algorithms abbreviated as
Thm. 4.4, ξn ̸= 0, Thm. 4.4, ξn = 0 and Theorem 2 of Gibali et. al [21] on the test images
(Mona Lisa and Cameraman) via the image restoration experiment for motion operator,
respectively.

(A) Original image (B) Blurred and noisy im-
age

(C) Reconstructed image

FIGURE 1. (A) Original image (182 × 276) with a motion length 21 and
an angle 31 (B) Blurred and noisy image, degraded by motion (C) Recon-
structed image
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FIGURE 2. Comparison of Thm. 4.4, ξn ̸= 0, Thm. 4.4, ξn = 0 and Theo-
rem 2 of Gibali and Thong [21]

(A) Original image (B) Blurred and noisy image (C) Reconstructed image

FIGURE 3. (A) Original image (256 × 256)with Gaussian blur of size 9×9
and standard deviation σ = 4 (B) Blurred and noisy image, degraded by
Gaussian (C) Reconstructed image

0 20 40 60 80 100 120

Number of iterations

100

101

102

FIGURE 4. Comparison of Thm. 4.4, ξn ̸= 0, Thm. 4.4, ξn = 0 and Theo-
rem 2 of Gibali and Thong [21]
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TABLE 1. The SNR in decibel(dB) values and average per iteration com-
putation time of the two optimization algorithms

Algorithms Mona Lisa Cameraman
SNR CPU(sec) SNR CPU(sec)

1.Thm. 4.22, ξn ̸= 0 38.249952 12.943470 38.148891 10.433934
2.Thm. 4.22, ξn = 0 35.364615 13.002959 36.732162 15.617105
3.Thm. 2 of Gibali and Thong 29.491617 17.632131 28.380412 20.112824

It can be observed from Figure 2 and Figure 4 that the larger SNR values infer the better
restored images. We can see from Table 1 that the Theorem 4.4 with ξn ̸= 0 performs better
as compared to the Theorem 4.4 with ξn = 0 and Theorem 2 of Gibali and Thong [21].

5. EXAMPLE AND NUMERICAL RESULTS

This section shows effectiveness to our algorithm by following given examples and
numerical results.

Example 5.1. Let H = R ,the set of all real numbers, with the inner product defined by
⟨x, y⟩ = xy, for all x, y ∈ R and induced usual norm | · |. For µ > 0, we define three
operators h,A,B : R → R as h(x) = x

8 , Ax = 4x and Bx = 3x for all x ∈ R. For each
i ∈ {1, 2, · · · , N}, let the operator Si : R → R be defined by

Si(x) =

{
− 3x

i , x ∈ (−∞, 1);
x, x ∈ (1,∞).

For all x = x0, x1 ∈ R, then there exists unique sequence (xn) generated by the iterative
method (3.2) converges strongly to a point in PΓ ◦ h(x̄).
Now, observe that, h : H → H is a contraction operator with constant λ ∈ [0, 1), B a
monotone and ρ-Lipschitz operator for some ρ > 0 and A a maximal monotone operator
such that (A+B)−1(0) = {0}. Note that Si is a finite family of 3−i2

(3+i)2 -demimetric operators

with
⋂N

i=1 Fix(Si) = {0}. Hence Γ = (A+B)−1(0) ∩
⋂N

i=1 Fix(Si)(0) = 0.
In order to compute the numerical values of (xn), we choose Θ = 0.5, αn = 1

n , βn = n
2(n+1) ,

µ1 = 7.45, σ = 0.785.

Since
{

min{ 1
n2∥xn−xn−1∥ , 0.5} if xn ̸= xn−1;

0.5 otherwise.
Now, we provide a numerical test for a comparison between our accelerated Tseng type
splitting method defined in (3.2) (i.e Thm. 3.2, ξn ̸= 0), Tseng type splitting method (i.e
Thm. 3.2, ξn = 0) and Theorem 2 of Gibali and Thong [21]. The stopping criteria is defined
as En = ∥xn − xn−1∥ < 10−5. The values of the sequence (3.2) in these cases have been
computed for different choices of x0 and x1 in the following table:

TABLE 2. Numerical results for Example 5.1

Thm.3.1, ξn ̸= 0 Thm.3.1, ξn = 0 Thm. 2[21]

No. of Choices Iter. CPU(s) Iter. CPU(s) Iter. CPU(s)
1.x0 = 3, x1 = 2 13 0.057912 17 0.061491 33 0.071583
2.x0 = −6, x1 = 4 14 0.050666 20 0.054804 35 0.061804
3.x0 = −1.7, x1 = −8.3 15 0.051221 22 0.055838 37 0.062315
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FIGURE 5. Comparison of Thm. 3.2, ξn ̸= 0, ξn = 0 and Theorem 2 of
Gibali and Thong

.

Now, we provide the numerical example for Theorem 4.4 to solve the SCFP in an infi-
nite dimensional space L2([0, 2π]).

Example 5.2. Let H1 = L2([0, 2π]) = H2 with induced norm ∥x∥ = (
∫ 2π

0
|x(s)|2ds) 1

2 and
inner product ⟨x, y⟩ =

∫ 2π

0
x(s)y(s)ds, for all x, y ∈ L2([0, 2π]). The feasible set C and Q

are given by: C = {x ∈
{
x ∈ H1 :

∫ 2π

0
x(s)ds ≤ 1

}
and now let the closed ball centered

at sin ∈ L2([0, 2π] with radius 4, that Q = {x ∈
{
x ∈ H2 :

∫ 2π

0
|x(s) − sin(s)|2ds ≤ 16

}
.

Let ℏ : L2([0, 2π]) → L2([0, 2π]) be a bounded linear operator such that (ℏx)(s) = x(s),
for all x ∈ L2([0, 2π]). Then (ℏ∗x)(s) = x(s) and ∥ℏ∥ = 1. Further, Si = S for each
i = 1, 2, · · · , N , then the operator S : H1 → H1 is defined by

S(x) = PC(x) =

{ x
∥x∥ , ∥x∥ > 1;
x, ∥x∥ ≤ 1.

Consider the following problem:

Find x̄ ∈ Γ = ω ∩ Fix(S) ̸= ∅.

It is noted that ω is the convex feasibility problem is a problem of finding a point x̄ ∈ H
such that x̄ ∈ C ∩ Q. It is clear that S is an η-demimetric operator and h : H1 → H2

is a contraction operator with constant λ ∈ [0, 1) defined as h(x)(s) = x(s)
8 for all x ∈

L2([0, 2π]), s ∈ [0, 2π]. Hence ω ∩ Fix(S) = 0. Choose αn = 1
15×n . The values of the Thm.

4.4 with ξn ̸= 0, Thm. 4.4 with ξn = 0 and Thm. 2 of Gibali and Thong [21] have been
computed for different choices of x0(s) and x1(s), s ∈ [0, 2π] in the following table:
Choice 1. Choose x0 = 4(s2 − 2s)e2s + 2e4s, x1 = et

sin(s)

Choice 2. Choose x0 = (s3 − 3s) cos(4s) + 3e2s, x1 = (s2 − es) cos(s)

Choice 3. Choose x0 = 3 sin(s)
8 , x1 = 2ess5.

The tolerance plotting (En) against the Thm. 3.2-4.4 with ξn ̸= 0, Thm. 3.2-4.4 with
ξn = 0 and Thm. 2 of Gibali and Thong [21] for each choices in Tables 2-3 and has shown
in Figures 5-6.
We can see from Tables 2-3 and Figures 5-6, that the Thm. 3.2-4.4 with ξn ̸= 0 performs
better as compared to the Thm. 3.2-4.4 with ξn = 0 and Thm. 2 of Gibali and Thong [21].
Elaborating the behaviour of these algorithms with respect to the Figures 5-6, the number
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TABLE 3. Comparison of Theorem 4.4, ξn ̸= 0, Theorem 4.4, ξn = 0 and
Theorem 2 of Gibali and Thong [21]).

No. of Iterations CPU Time(Sec)

Choice 1 Choice 2 Choice 3 Choice 1 Choice 2 Choice 3

Thm.4.4,ξn ̸= 0, 20 13 9 3.83664 2.98754 2.35670
Thm.4.4,ξn = 0, 29 21 17 4.38926 3.39264 2.79551
Thm. 2 [21] 46 37 32 5.08027 4.01928 3.01132
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(C) Choice 3

FIGURE 6. Comparison of Thm. 4.4, ξn ̸= 0, Thm. 4.4, ξn = 0 and Thm. 2
of Gibali and Thong [21]

.

of iterations required to converge to the common solution is expressed in Figures 5-6 (A,
B, C). Summarizing these facts, we say that the Thm. 3.2, ξn ̸= 0 exhibits a reduction in
the tolerance, time and the number of iterations of the function as compared to the Thm.
3.2-4.4, ξn = 0 and Thm. 2 of Gibali and Thong [21].

Conclusion. In this paper, we have devised an accelerated visco-Cesáro means Tseng
type splitting method for computing a common solution of a monotone inclusion prob-
lems and the FPP associated with an η-demimetric operator in Hilbert spaces. The theo-
retical framework of the algorithm has been strengthened with an appropriate numerical
example. Moreover, this framework has also been implemented to various instances of
the inverse problems. We would like to emphasize that the above mentioned problems
occur naturally in many applications like as mentioned above image processing to illus-
trate the convergence, therefore, iterative algorithms are inevitable in this field of inves-
tigation. As a consequence, our theoretical framework constitutes an important topic of
future research.
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