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ABSTRACT. In this paper we give some fixed point theorems for nonself generalized contractions on a large
Kasahara space, which generalize some results given by I.A. Rus and M.-A. Şerban (I.A. Rus, M.-A. Şerban, Some
fixed point theorems for nonself generalized contractions, Miskolc Math. Notes, 17(2016), no.2, 1021-1031) and by S.
Reich and A.J. Zaslavski (S. Reich, A.J. Zaslavski, A note on Rakotch contractions, Fixed Point Theory, 9(2008), no.1,
267-273) in complete metric spaces. We prove our results without using the completeness of the metric structure.

1. INTRODUCTION AND PRELIMINARIES

There are several techniques in the fixed point theory for nonself operators on a com-
plete metric space ([7], [19], [13], [16], [15], [3], [9], [20], . . .). Some results are given in
the case of Kasahara spaces ([4], [5], [14]). By following the papers of S. Reich and A.J.
Zaslavski [9] and I.A. Rus and M.-A. Şerban [20] we give some fixed point theorems for
nonself generalized contractions on a large Kasahara space, a metric structure in which
the completeness of the metric does not necessarily have to be satisfied.

In this paper we will use the notations and terminology given in [4] and [20]. We recall
some notions, notations and results which will be used in the sequel of this paper.

1.1. L-spaces. The notion of L-space was given by M. Fréchet in 1906 (see [6]).
Let X be a nonempty set. Let s(X) :=

{
{xn}n∈N | xn ∈ X, n ∈ N

}
. Let c(X) be a subset

of s(X) and Lim : c(X) → X be an operator. By definition, the triple (X, c(X), Lim) is
called an L-space (denoted also by (X,

F→)) if the following conditions are satisfied:

(i) if xn = x, for all n ∈ N, then {xn}n∈N ∈ c(X) and Lim{xn}n∈N = x.
(ii) if {xn}n∈N ∈ c(X) and Lim{xn}n∈N = x, then for all subsequences {xni

}i∈N of
{xn}n∈N, we have that {xni

}i∈N ∈ c(X) and Lim{xni
}i∈N = x.

By definition, an element {xn}n∈N of c(X) is a convergent sequence, x = Lim{xn}n∈N

is the limit of this sequence and we also write xn
F→ x as n → ∞.

In general, an L-space is any nonempty set endowed with a structure implying a notion
of convergence for sequences. Other examples of L-spaces are: Hausdorff topological
spaces, Rm

+ -metric spaces, cone-metric spaces, gauge spaces, 2-metric spaces, D-R-spaces,
probabilistic metric spaces, syntopogenous spaces (see: [19], [4], [7]).
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1.2. Matrices which converge to zero. We denote by Mm(R+) the set of all m×m square
matrices with positive real elements, by Im the identity m×m matrix and by Om the zero
m×m matrix.

S ∈ Mm(R+) is said to be a matrix convergent to zero if Sn → Om as n → ∞.
A classical result in matrix analysis is the following theorem (see [21], [1]), which char-

acterizes the matrices that converge to zero.

Theorem 1.1. Let S ∈ Mm(R+). The following assertions are equivalent:
(1) S is convergent to zero;
(2) its spectral radius ρ(S) is strictly less than 1;
(3) the matrix (Im − S) is nonsingular and

(Im − S)−1 = Im + S + S2 + . . .+ Sn + . . . ;

(4) the matrix (Im − S) is nonsingular and (Im − S)−1 has nonnegative elements;
(5) Snx → 0 ∈ Rm as n → ∞, for all x ∈ Rm.

Throughout this paper, we will make an identification between row and column vec-
tors in Rm. Notice also that, if x = (x1, . . . , xm), y = (y1, . . . , ym) ∈ Rm, then by x ≤ y we
mean that xi ≤ yi, for all i ∈ {1, 2, . . . ,m}.

1.3. Rm
+ -metric spaces. Let X be a nonempty set. A mapping d : X ×X → Rm

+ is called a
vector-valued metric on X if the following conditions are satisfied:

(1) d(x, y) = 0 ∈ Rm ⇔ x = y, for all x, y ∈ X ;
(2) d(x, y) = d(y, x), for all x, y ∈ X ;
(3) d(x, y) ≤ d(x, z) + d(z, y), for all x, y, z ∈ X .

Some examples of vector-valued metrics are given bellow.

Example 1.1. Let X = Rm and d : Rm × Rm → Rm
+ , be defined by d(x, y) := |x − y| =(

|x1 − y1|, . . . , |xm − ym|
)
, for all x = (x1, . . . , xm), y = (y1, . . . , ym) ∈ Rm.

Example 1.2. Let X := (C[a, b])2 and d : (C[a, b])2×(C[a, b])2 → R2
+, be defined by d(x, y) :=(

max{|x1(t) − y1(t)| | t ∈ [a, b]},max{|x2(t) − y2(t)| | t ∈ [a, b]}
)
, for all x = (x1, x2),

y = (y1, y2) ∈ (C[a, b])2.

Example 1.3. Let X be a nonempty set. Let di : X ×X → R+ be metrics on X , for all i = 1,m.
Then, the mapping d : X ×X → Rm

+ , defined by
d(x, y) := (d1(x, y), d2(x, y), . . . , dm(x, y)), for all x, y ∈ X

is a vector-valued metric on X .

A nonempty set X endowed with a vector-valued metric d : X ×X → Rm
+ is called an

Rm
+ -metric space and it is denoted by the pair (X, d). The notions of convergent sequence,

Cauchy sequence, completeness, open and closed subset and so forth are similar to those
defined for usual metric spaces.

In the context of Rm
+ -metric spaces (X, d), we define the diameter functional δ : Pb(X) →

Rm
+ , by δ(A) := (δd1

(A), . . . , δdm
(A)), for all A ∈ Pb(X).

1.4. Large Kasahara spaces. The notion of large Kasahara space was given by I.A. Rus in
[14], as follows:

Definition 1.1. Let X be a nonempty set, F→ be an L-space structure on X , (G,+,≤,
G→) be an

L-space ordered semigroup with unity, 0 be the least element in (G,≤) and dG : X ×X → G be
an operator. The triple (X,

F→, dG) is a large Kasahara space iff we have the following compatibility
condition between F→ and dG:
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(i) xn ∈ X , (xn)n∈N a Cauchy sequence (in some sense) with respect to dG implies that
(xn)n∈N converges in (X,

F→).

The notion of large Kasahara space which will be used in this paper, is the following:

Definition 1.2. Let X be a nonempty set, F→ be an L-space structure on X and d : X × X →
Rm

+ be a metric on X . The triple (X,
F→, d) is a large Kasahara space iff we have the following

compatibility conditions between F→ and d:

(i) {xn}n∈N is a fundamental sequence in (X, d)⇒ {xn}n∈N converges in (X,
F→);

(ii) xn
F→ x∗, yn

F→ y∗ and d(xn, yn) → 0 as n → ∞⇒ x∗ = y∗.

Example 1.4 (See [10], [18], [5]). Let (X, ρ) be a complete metric space and (X, d) be a metric
space, where ρ, d : X × X → Rm

+ . We suppose that there exists a real constant c > 0 such that
ρ(x, y) ≤ cd(x, y), for all x, y ∈ X . Then, (X,

ρ→, d) is a large Kasahara space.

Example 1.5. We give here an example, showing that the condition (ii) of the Definition 1.2 is
necessary.

Let X := Rm, c(Rm) := c1(Rm)∪c2(Rm)∪c3(Rm), where c1(Rm) is the set of all convergent
sequences with respect to the metric d : Rm × Rm → Rm

+ , defined as in the Example 1.1 and, on

c1(Rm), we consider F→:=
d→; c2(Rm) is the set of all subsequences {xn}n∈N of {n}n∈N, where

n = (n, n, . . . , n) ∈ Nm, with Lim{xn}n∈N = 0 ∈ Rm; c3(Rm) be the set of all subsequences
{yn}n∈N of {n + 1

n+1}n∈N, where n + 1
n+1 = (n + 1

n+1 , n + 1
n+1 , . . . , n + 1

n+1 ) ∈ Rm, with
Lim{yn}n∈N = (1, 1, . . . , 1) ∈ Rm. Notice that (Rm, c(Rm), Lim) is an L-space. But the triple
(Rm,

F→, d) is not a large Kasahara space. The condition (i) of Definition 1.2 is satisfied, but the
condition (ii) is not. Indeed, let xn := n and yn := n + 1

n+1 , for all n ∈ N. For these two

sequences we have xn
F→ 0 ∈ Rm, yn

F→ (1, 1, . . . , 1) ∈ Rm and d(xn, yn) → 0 as n → ∞.

Remark 1.1. Let (X,
F→, d) be a large Kasahara space. Then for any sequence {xn}n∈N∗ ⊂ X

with xn
d→ x∗ as n → ∞, we have xn

F→ x∗ as n → ∞. This implies that for any subset A ⊂ X ,
with A closed in (X,

F→), A is closed in (X, d).

2. THE CASE OF CONTRACTIONS

Let (X, d) be an Rm
+ -metric space. Let Y ⊂ X be a closed subset and f : Y → X be

a nonself operator. By definition (see [11], [19]) f is called a contraction if there exists
a matrix S ∈ Mm(R+) convergent to zero, such that d(f(x), f(y)) ≤ Sd(x, y), for all
x, y ∈ Y .

We give here one of the main results of this paper, concerning the existence, uniqueness
and data dependence of fixed points for nonself contractions, in the context of a large
Kasahara space. The result generalizes Theorem 6, given by I.A. Rus and M.A. Şerban in
[20], in the context of complete metric spaces (X, d). In our result, the completeness of the
metric d does not necessarily have to be satisfied.

Theorem 2.2. Let (X,
F→, d) be a large Kasahara space, Y ⊂ X be a closed subset of (X,

F→) and
f : Y → X be an operator. We suppose that:

(i) there exists yn ∈ Y , for all n ∈ N∗, such that the set {yn | n ∈ N∗} is bounded and f i(yn)
is defined for i = 1, n, n ∈ N∗;

(ii) f is continuous in (X,
F→);

(iii) f is a contraction w.r.t. the metric d.
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Then:
(1) Ff = {x∗};
(2) fn(yn)

F→ x∗ as n → ∞;
(3) fn(yn)

d→ x∗ as n → ∞;
(4) d(x, x∗) ≤ (Im − S)−1d(x, f(x)), for all x ∈ Y ;
(5) d(fn(yn), x

∗) ≤ Snd(yn, x
∗), for all n ∈ N∗;

(6) if the operator g : Y → X is such that
(j) there exists η ∈ (R∗

+)
m such that d(f(x), g(x)) ≤ η, for all x ∈ Y ;

(jj) Fg ̸= ∅
then d(x∗, y∗) ≤ (Im − S)−1η, for all y∗ ∈ Fg .

Proof. (1) + (2). First, we remark that {f i(yn) | i = 0, n− 1, n ∈ N∗} is a bounded set.
Indeed, since the set {yn | n ∈ N∗} is bounded, for a given y0 ∈ Y there exists a constant
r ∈ (R∗

+)
m such that d(y0, yn) ≤ r, for all n ∈ N∗.

By the assumption (iii), we have the following estimations
d(y0, f(yn)) ≤ d(y0, f(y0)) + d(f(y0), f(yn)) ≤ d(y0, f(y0)) + Sr, for all n ∈ N∗.

On the other hand, for any i ≥ 2, we have

d(y0, f
i(yn)) ≤ d(y0, f(y0)) + d(f(y0), f

i(yn))

≤ d(y0, f(y0)) + d(f(y0), f(yn)) + d(f(yn), f
i(yn))

≤ d(y0, f(y0)) + Sr +

i−1∑
j=1

d(f j(yn), f
j+1(yn))

≤ d(y0, f(y0)) + Sr + (Im − S)−1Sd(yn, f(yn)), for all n ∈ N∗

and d(yn, f(yn)) ≤ d(yn, y0)+d(y0, f(yn)) ≤ r+Sr+d(y0, f(y0)) =: R ∈ (R∗
+)

m. So, there
exists R̃ ∈ (R∗

+)
m, R̃ := d(y0, f(y0))+Sr+(Im −S)−1SR > 0 such that d(y0, f i(yn)) ≤ R̃,

for all n ∈ N∗ and i = 0, n− 1. Thus, the set {f i(yn) | i = 0, n− 1, n ∈ N∗} is bounded.
Let A ∈ Pb(Y ) be such that {f i(yn) | i = 0, n− 1, n ∈ N∗} ⊂ A.
Let A1 := f(A), A2 := f(A1∩A), . . ., An+1 := f(An∩A), for all n ∈ N∗. By this construc-

tion, we obtain the sequence of sets {An}n∈N∗ with the following properties: An+1 ⊂ An,
for all n ∈ N∗, and fn(yn) ∈ An, for all n ∈ N∗.

Since the operator f is a contraction w.r.t. the metric d, there exists a matrix S ∈
Mm(R+) convergent to zero, such that d(f(x), f(y)) ≤ Sd(x, y), for all x, y ∈ Y . By
taking the supremum over x, y ∈ Y we get that

δ(f(B)) ≤ Sδ(B), for all B ∈ Pb(Y ).
By using the properties of the diameter functional δ and taking into account the as-

sumption (iii), we have
δ(An+1) = δ(f(An ∩A)) ≤ δ(f(An)) ≤ Sδ(An), for all n ∈ N∗.

By mathematical induction over n ∈ N∗, it follows that
δ(An+1) ≤ Sn+1δ(A), for all n ∈ N∗.

By letting n → ∞, we get that δ(An+1) → 0.
Since fn(yn) ∈ An, fn−1(yn) ∈ An−1 ∩ A and δ(An−1) → 0 as n → ∞, we get that

{fn(yn)}n∈N∗ and {fn−1(yn)}n∈N∗ are fundamental sequences in (X, d).
By the condition (i) of Definition 1.2 we have that fn−1(yn)

F→ u∗ and fn(yn)
F→ v∗ as

n → ∞. On the other hand, d(fn−1(yn), f
n(yn)) → 0 as n → ∞.

By the condition (ii) of Definition 1.2 we have that u∗ = v∗ =: x∗.
Since f is continuous, we have

fn(yn) = f(fn−1(yn))
F→ f(x∗) as n → ∞.
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So, f(x∗) = x∗. Hence Ff = {x∗}.
(3). By (iii), d(fn(yn), x

∗) = d(fn(yn), f
n(x∗)) ≤ Sd(fn−1(yn), f

n−1(x∗)) ≤ . . . ≤
Snd(yn, x

∗) → 0 as n → ∞. So, fn(yn)
d→ x∗ as n → ∞.

(4). Let x ∈ Y . By using the triangle inequality of the metric d and the assumption (iii),
we have d(x, x∗) ≤ d(x, f(x)) + d(f(x), f(x∗)) ≤ d(x, f(x)) + Sd(x, x∗).

So, d(x, x∗) ≤ (Im − S)−1d(x, f(x)), for all x ∈ Y .
(5). Follows from (iii).
(6). Let y∗ ∈ Fg . Then, by choosing x := y∗ in the conclusion (4), we get

d(y∗, x∗) ≤ (Im − S)−1d(y∗, f(y∗)) = (Im − S)−1d(g(y∗), f(y∗)).
By the symmetry of the metric d and by condition (j), it follows that

d(x∗, y∗) ≤ (Im − S)−1η, for all y∗ ∈ Fg .
□

We give next an application for Theorem 2.2.
To do this, we define the notion of large Kasahara space group.

Definition 2.3. Let X be a nonempty set, (X,+) be a group and (X,→, d) be a large Kasahara
space. By definition, the quadruple (X,+,→, d) is a large Kasahara space group if:

(a) s1, s2 ∈ c(X)⇒ c1 + c2 ∈ c(X);
(b) + : (X,→)× (X,→) → (X,→) is continuous;
(c) x, y, z ∈ X ⇒ d(x+ z, y + z) = d(x, y)

Example 2.6. Let X := Rm endowed with the addition. Then (Rm,+) is a group. Let d :

Rm ×Rm → Rm
+ be the generalized euclidean metric on Rm, defined as in Example 1.1. Let d→ be

the convergence structure induced by d on Rm. Let λ ∈ Rm
+ , λ ̸= 0m := (0, 0, ..., 0) ∈ Rm. Let

ρλ : Rm × Rm → Rm
+ , be defined by

ρλ(x, y) :=

{
d(x, y), if x ̸= 0m and y ̸= 0m

λ, if x = 0m or y = 0m

for all x, y ∈ Rm. Then (Rm,+,
d→, ρλ) is a large Kasahara space group.

The following result holds.

Theorem 2.3. Let (X,+,→, d) be a large Kasahara space group and f : X → X be an operator.
We suppose that:

(1) f : (X,→) → (X,→) is continuous;
(2) f : (X, d) → (X, d) is a contraction.

Then the operator 1X − f : X → X is bijective.

Proof. In Theorem 2.2, let Y = X . Let z ∈ X . We shall prove that the equation f(x) = z
has a unique solution in X . To do this, let us consider the operator g : X → X , defined
by g(x) := f(x) + z, for all x ∈ X . We remark that the operator g satisfies the conditions
of Theorem 2.2, so there exists a unique x∗ ∈ X such that x∗ = g(x∗). It follows that
x∗ = f(x∗) + z, which implies that the operator 1X − f is bijective. □

The following problem rises.
Problem 2.1. Let (X,+,→, d) be a large Kasahara space group and Y ∈ Pcl(X,→).
We suppose that:

(1) f : (Y,→) → (X,→) is continuous;
(2) f : (X, d) → (X, d) is a contraction;
(3) there exists yn ∈ Y , n ∈ N∗, such that {yn | n ∈ N} is bounded in (X, d) and f i(yn)

is defined for i = 1, n, n ∈ N∗.
In which conditions f : Y → X is a bijective operator ?
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3. THE CASE OF φ-CONTRACTIONS

Let φ : Rm
+ → Rm

+ be a function, defined by φ(t) := (φ1(t), φ2(t), . . . , φm(t)), for all
t ∈ Rm

+ , where φi : Rm
+ → R+ are functions, for all i = 1,m. If φ is monotone increasing,

i.e., for all t1, t2 ∈ Rm
+ , t1 ≤ t2 implies φ(t1) ≤ φ(t2) (i.e., φi(t1) ≤ φi(t2), for all i = 1,m),

and the sequence φn(t) → 0 ∈ Rm as n → ∞ (i.e., φn
i (t) → 0 as n → ∞, for all i = 1,m),

for all t ∈ Rm
+ , then φ is a comparison function.

If φ is a continuous comparison function satisfying t− φ(t) → +∞m as t → +∞m (i.e.,
ti − φi(t) → +∞ as ti → +∞, for all i = 1,m), then φ is called strict comparison function.
In this case, we can define the function θφ : Rm

+ → Rm
+ , θφ(t) := (θφ1

(t), θφ2
(t), . . . , θφm

(t)),
where θφi(t) : Rm

+ → R+ is defined by θφi(t) = sup{si ∈ R+ | si − φi(s) ≤ ti}, for all
i = 1,m and t ∈ Rm

+ . The function θφ is increasing and has the property θφ(t) → 0 ∈ Rm

as t → 0 ∈ Rm (i.e., θφi
(t) → 0 as t → 0 ∈ Rm, for all i = 1,m). We will use the function

θφ to study the data dependence of the fixed points.
If φ is a comparison function satisfying

∑
n∈N

φn(t) < +∞m (i.e.,
∑
n∈N

φn
i (t) < +∞ for all i = 1,m),

for all t ∈ Rm
+ , then φ is called strong comparison function.

More consideration on comparison functions are given in [2] and [11].
The following theorem generalizes Theorem 1 and Theorem 3 given by I.A. Rus and

M.-A. Şerban in [20], for φ-contractions in the context of complete metric spaces, and
Theorem 1, given by S. Reich and A.J. Zaslavski in [9], for Rakotch contractions, in the
same context. Notice that in our result, the completion of the metric space is not used at
all.

Theorem 3.4. Let (X,
F→, d) be a large Kasahara space, Y ⊂ X be a closed subset of (X,

F→) and
f : Y → X be an operator. We suppose that:

(i) there exists yn ∈ Y , for all n ∈ N∗, such that the set {yn | n ∈ N∗} is bounded and f i(yn)
is defined for i = 1, n, n ∈ N∗;

(ii) f is continuous in (X,
F→);

(iii) f is a φ-contraction w.r.t. the metric d, where φ is a strict and strong comparison function.

Then:

(1) Ff = {x∗};
(2) fn(yn)

F→ x∗ as n → ∞;
(3) fn(yn)

d→ x∗ as n → ∞;
(4) d(fn(yn), x

∗) ≤ φ(d(yn, x
∗)), for all n ∈ N∗;

(5) d(x, x∗) ≤ θφ(d(x, f(x))), for all x ∈ Y ;
(6) if g : Y → X is such that

(j) there exists η ∈ (R∗
+)

m such that d(f(x), g(x)) ≤ η, for all x ∈ Y ;
(jj) Fg ̸= ∅
then d(x∗, y∗) ≤ θφ(η), for all y∗ ∈ Fg .

Proof. (1) + (2). First, we remark that {f i(yn) | i = 0, n− 1, n ∈ N∗} is a bounded set.
Indeed, since the set {yn | n ∈ N∗} is bounded, for a given y0 ∈ Y there exists a constant
r ∈ (R∗

+)
m such that d(y0, yn) ≤ r, for all n ∈ N∗.
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Since φ : Rm
+ → Rm

+ is a comparison function, we have φ(t) ≤ t, for all t ∈ Rm
+ . By (iii)

we have the following estimations

d(y0, f(yn)) ≤ d(y0, f(y0)) + d(f(y0), f(yn)) ≤ d(y0, f(y0)) + φ(d(y0, yn))

≤ d(y0, f(y0)) + r, for all n ∈ N∗.

On the other hand, for any i ≥ 2, we have

d(y0, f
i(yn)) ≤ d(y0, f(y0)) + d(f(y0), f

i(yn))

≤ d(y0, f(y0)) + d(f(y0), f(yn)) + d(f(yn), f
i(yn))

≤ d(y0, f(y0)) + r +
i−1∑
j=1

d(f j(yn), f
j+1(yn))

≤ d(y0, f(y0)) + r +

∞∑
j=1

φj(d(yn, f(yn))), for all n ∈ N∗.

Since φ is a strong comparison function,
∞∑
j=1

φj(d(yn, f(yn))) < +∞m. So, there exists

a number Φ ∈ Rm
+ such that d(y0, f i(yn)) ≤ d(y0, f(y0)) + r + Φ, for all n ∈ N∗. Thus, the

set {f i(yn) | i = 0, n− 1, n ∈ N∗} is bounded.
Let A ∈ Pb(Y ) be such that {f i(yn) | i = 0, n− 1, n ∈ N∗} ⊂ A.
Let A1 := f(A), A2 := f(A1∩A), . . ., An+1 := f(An∩A), for all n ∈ N∗. By this construc-

tion, we obtain the sequence of sets {An}n∈N∗ with the following properties: An+1 ⊂ An,
for all n ∈ N∗, and fn(yn) ∈ An, for all n ∈ N∗.

Since the operator f is a φ-contraction w.r.t. the metric d, we have d(f(x), f(y)) ≤
φ(d(x, y)), for all x, y ∈ Y . By taking the supremum over x, y ∈ Y in the contraction
condition, we get that

δ(f(B)) ≤ φ(δ(B)), for all B ∈ Pb(Y ).
By using the properties of the diameter functional δ and by taking into account the

assumption (iii), we have
δ(An+1) = δ(f(An ∩A)) ≤ δ(f(An)) ≤ φ(δ(An)), for all n ∈ N∗.

By mathematical induction over n ∈ N∗, it follows that
δ(An+1) ≤ φn+1(δ(A)), for all n ∈ N∗.

By letting n → ∞, we get that δ(An+1) → 0.
Since fn(yn) ∈ An, fn−1(yn) ∈ An−1 ∩ A and δ(An−1) → 0 as n → ∞, we get that

{fn(yn)}n∈N∗ and {fn−1(yn)}n∈N∗ are fundamental sequences in (X, d).
By the condition (i) of Definition 1.2 we have that fn−1(yn)

F→ u∗ and fn(yn)
F→ v∗ as

n → ∞. On the other hand, d(fn−1(yn), f
n(yn)) → 0 as n → ∞.

By the condition (ii) of Definition 1.2 we have that u∗ = v∗ =: x∗.
Since f is continuous, we have

fn(yn) = f(fn−1(yn))
F→ f(x∗) as n → ∞.

So, f(x∗) = x∗. Hence Ff = {x∗}.
(3) + (4). By using the assumption (iii), we have d(fn(yn), x

∗) = d(fn(yn), f
n(x∗)) ≤

φ(d(fn−1(yn), f
n−1(x∗))) ≤ . . . ≤ φn(d(yn, x

∗)), for all n ∈ N∗. Since φ : Rm
+ → Rm

+ is

a comparison function, we have that φn(d(yn, x
∗)) → 0 as n → ∞. So, fn(yn)

d→ x∗ as
n → ∞. On the other hand, φ is an increasing function on Rm

+ and φ(t) ≤ t, for all t ∈ Rm
+ ,

with equality when t = 0. By mathematical induction over n ∈ N∗ we have
d(fn(yn), x

∗) ≤ φn(d(yn, x
∗)) ≤ . . . ≤ φ(d(yn, x

∗)), for all n ∈ N∗.
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(5). Since d(x, x∗) ≤ d(x, f(x)) + d(f(x), x∗) ≤ d(x, f(x)) + φ(d(x, x∗)), for all x ∈ Y , it
follows that d(x, x∗)− φ(d(x, x∗)) ≤ d(x, f(x)), for all x ∈ Y . We have next

d(x, x∗) ≤ sup
d(x,x∗)−φ(d(x,x∗))≤d(x,f(x))

d(x, x∗) = θφ(d(x, f(x))), for all x ∈ Y .

(6). Let y∗ ∈ Fg . Then, from the conclusion (5) we have
d(x∗, y∗) = d(y∗, x∗) ≤ θφ(d(y

∗, f(y∗))) = θφ(d(g(y
∗), f(y∗))) ≤ θφ(η).

□

4. THE CASE OF KANNAN OPERATORS

We consider the following particular matrix set:

M∆
m(R+) :=

{

s11 s12 s13 . . . s1m
0 s22 s23 . . . s2m
0 0 s33 . . . s3m
...

...
...

...
0 0 0 . . . smm

 ∈ Mm(R+)

∣∣∣∣ max
i=1,m

sii <
1

2

}
.

Lemma 4.1. Let S ∈ M∆
m(R+). Then S and (Im − S)−1S are convergent to zero.

Proof. Since the eigenvalues of the matrices S and (Im − S)−1S are in the open unit disk,
the conclusion follows from Theorem 1.1. □

We define now the notion of nonself Kannan operator, which will be used throughout
this section.

Definition 4.4. Let (X, d) be a metric space, where d : X × X → Rm
+ . Let Y ∈ P (X). The

operator f : Y → X is a Kannan operator, if there exists a matrix S ∈ M∆
m(R+) convergent to

zero, such that
d(f(x), f(y)) ≤ S[d(x, f(x)) + d(y, f(y))], for all x, y ∈ Y .

In the proof of the main result of this section, we will use the maximal displacement
functional.

Definition 4.5. Let (X, d) be a metric space, Y ∈ Pcl(X) and f : Y → X be a continuous
nonself operator. The functional Ef : P (Y ) → [R+ ∪ {+∞}]m defined by

Ef (A) := sup{d(x, f(x)) | x ∈ A}, for all A ∈ P (Y ),
is called the maximal displacement functional corresponding to f .

The maximal displacement functional has the following properties:
(i) A,B ∈ P (Y ), A ⊂ B imply Ef (A) ≤ Ef (B);
(ii) Ef (A) = Ef (A), for all A ∈ P (Y ).

Lemma 4.2. Let (X, d) be a metric space, Y ∈ Pcl(X) and f : Y → X be a continuous Kannan
operator. Then:

(1) Ef (f(A)) ≤ (Im − S)−1SEf (A), for all A ∈ Y with f(A) ⊂ Y ;
(2) Ef (f(A) ∩ Y ) ≤ (Im − S)−1SEf (A), for all A ∈ Y with f(A) ∩ Y ̸= ∅.

Proof. (1). From the definition of the maximal displacement functional corresponding to
f we have that Ef (f(A)) = sup{d(x, f(x)) |x ∈ f(A)} = sup{d(f(u), f2(u)) |u ∈ A}.
Since f is a Kannan operator, we have d(f(u), f2(u)) ≤ S[d(u, f(u)) + d(f(u), f2(u))], for
all u ∈ A. It follows that d(f(u), f2(u)) ≤ (Im − S)−1Sd(u, f(u)), for all u ∈ A. Hence
Ef (f(A)) ≤ (Im −S)−1S sup{d(u, f(u)) | u ∈ A} = (Im −S)−1SEf (A), for all A ∈ Y with
f(A) ⊂ Y .
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(2). Taking into consideration that f is a Kannan operator, we have that Ef (f(A) ∩
Y ) = sup{d(x, f(x)) | x ∈ f(A) ∩ Y } = sup{d(f(u), f2(u)) | u ∈ A, f(u) ∈ Y } ≤ (Im −
S)−1S sup{d(u, f(u)) | u ∈ A} = (Im−S)−1SEf (A), for all A ∈ Y with f(A)∩Y ̸= ∅. □

The following result generalizes Theorem 4 given by I.A. Rus and M.-A. Şerban in [20]
for Kannan operators in the context of complete metric spaces. Our result is proved in the
context of a large Kasahara space, without imposing the completion condition upon the
metric structure.

Theorem 4.5. Let (X,
F→, d) be a large Kasahara space, Y ⊂ X be a closed subset of (X,

F→) and
f : Y → X be an operator. We suppose that:

(i) there exists yn ∈ Y , for all n ∈ N∗, such that the set {yn | n ∈ N∗} is bounded and f i(yn)
is defined for i = 1, n, n ∈ N∗;

(ii) f is continuous in (X,
F→);

(iii) f is a Kannan operator w.r.t. the metric d;
(iv) Ef (Y ) < +∞m.

Then:

(1) Ff = {x∗};
(2) fn(yn)

F→ x∗ as n → ∞;
(3) fn(yn)

d→ x∗ as n → ∞;
(4) d(x, x∗) ≤ (Im + S)d(x, f(x)), for all x ∈ Y ;
(5) d(fn−1(xn), x

∗) ≤ (Im + S)
[
(Im − S)−1S

]n−1
d(xn, f(xn)), for all n ∈ N∗;

(6) if g : Y → X is such that
(j) there exists η ∈ (R∗

+)
m such that d(f(x), g(x)) ≤ η, for all x ∈ Y ;

(jj) Fg ̸= ∅
then d(x∗, y∗) ≤ (Im + S)η, for all y∗ ∈ Fg .

Proof. (1) + (2). First, we remark that {f i(yn) | i = 0, n− 1, n ∈ N∗} is a bounded set.
Indeed, since the set {yn | n ∈ N∗} is bounded, for a given y0 ∈ Y there exists a constant
r ∈ (R∗

+)
m such that d(y0, yn) ≤ r, for all n ∈ N∗.

By (iii) we have the following estimations

d(y0, f(yn)) ≤ d(y0, f(y0)) + d(f(y0), f(yn))

≤ d(y0, f(y0)) + S[d(y0, f(y0)) + d(yn, f(yn))]

≤ (Im + S)d(y0, f(y0)) + Sd(yn, y0) + Sd(y0, f(yn)), for all n ∈ N∗.

It follows that d(y0, f(yn)) ≤ (Im − S)−1(Im + S)d(y0, f(y0)) + (Im − S)−1Sr, for all
n ∈ N∗. Let us denote Λ := (Im − S)−1S ∈ Mm(R+). So, there exists a constant R :=
(Im − S)−1(Im + S)d(y0, f(y0)) + Λr ∈ (R∗

+)
m such that d(y0, f(yn)) ≤ R, for all n ∈ N∗.
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On the other hand, for any i ≥ 2, we have

d(y0,f
i(yn)) ≤ d(y0, f(y0)) + d(f(y0), f

i(yn))

≤ d(y0, f(y0)) + d(f(y0), f(yn)) + d(f(yn), f
i(yn))

≤ d(y0, f(y0)) + S[d(y0, f(y0)) + d(yn, f(yn))] +

i−1∑
j=1

d(f j(yn), f
j+1(yn))

≤ (Im + S)d(y0, f(y0)) + S[d(yn, y0) + d(y0, f(yn))] +

i−1∑
j=1

Λjd(yn, f(yn))

≤ (Im + S)d(y0, f(y0)) + Sr + Sd(y0, f(yn))

+ (Im − Λ)−1Λ[d(yn, y0) + d(y0, f(yn))]

≤ (Im + S)d(y0, f(y0)) +
[
S + (Im − Λ)−1Λ

]
(r +R), for all n ∈ N∗.

Thus, the set {f i(yn) | i = 0, n− 1, n ∈ N∗} is bounded.
Let A ∈ Pb(Y ) be such that {f i(yn) | i = 0, n− 1, n ∈ N∗} ⊂ A.
Let A1 := f(A), A2 := f(A1∩A), . . ., An+1 := f(An∩A), for all n ∈ N∗. By this construc-

tion, we obtain the sequence of sets {An}n∈N∗ with the following properties: An+1 ⊂ An,
for all n ∈ N∗, and fn(yn) ∈ An, for all n ∈ N∗.

By the definitions of the diameter functional δ and maximal displacement functional
Ef and taking into account the properties stated in Lemma 4.2, we have

δ(An+1) = δ(f(An ∩A)) ≤ 2SEf (An ∩A) = 2SEf (f(An−1 ∩A) ∩A)

≤ 2SΛEf (An−1 ∩A) ≤ . . . ≤ 2SΛnEf (A) → 0 as n → ∞.

By following the proof of Theorem 2.2, the conclusions follow.
(3). Follows from the proof of (5).
(4). Let x ∈ Y . By using the assumption (iii), we have
d(x, x∗) ≤ d(x, f(x)) + d(f(x), f(x∗)) ≤ d(x, f(x)) + S[d(x, f(x)) + d(x∗, f(x∗))].

It follows that d(x, x∗) ≤ (Im + S)d(x, f(x)), for all x ∈ Y .
(5). Let x := fn−1(xn) in the conclusion (4). Then we have

d(fn−1(xn), x
∗) ≤ (Im + S)d(fn−1(xn), f

n(xn)) ≤ (Im + S)Λd(fn−2(xn), f
n−1(xn))

≤ . . . ≤ (Im + S)Λn−1d(xn, f(xn)), for all n ∈ N∗, where Λ := (Im − S)−1S.

(6). Let y∗ ∈ Fg . By letting x := y∗ in the conclusion (4) we have d(y∗, x∗) ≤ (Im +
S)d(y∗, f(y∗)). Hence d(x∗, y∗) ≤ (Im +S)d(g(y∗), f(y∗)) ≤ (Im +S)η, for all y∗ ∈ Fg . □

5. SOME OPEN PROBLEMS

The above considerations give rise to the following problems.
Problem 5.1. Let (X, d) be a metric space, where d : X × X → Rm

+ . Let Y ⊂ X be a
nonempty closed subset and {yn}n∈N ⊂ Y be a bounded sequence. For which generalized
contractions ([11], [19], [2], [8]) f : Y → X , the following implication holds: f i(yn) is
defined for i = 1, n, n ∈ N∗ implies that the set {f i(yn) | i = 1, n, n ∈ N∗} is bounded ?

Problem 5.2. If f is a solution of Problem 5.1. in which conditions we have that:
(i) Ff = {x∗};
(ii) fn(yn) → x∗ as n → ∞ ?

Problem 5.3. Let (X,
F→, d) be a large Kasahara space, where d : X × X → Rm

+ . Let

Y ⊂ X be a closed subset of (X,
F→) and f : Y → X be an operator. We suppose that:
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(i) there exists a bounded sequence {yn}n∈N ⊂ Y such that f i(yn) is defined for i =
1, n, n ∈ N∗;

(ii) f is continuous in (X,
F→).

The problem is to find those contractions f , satisfying the above conditions, for which we
have that:

(1) Ff = {x∗};
(2) fn(yn)

F→ x∗ as n → ∞.
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