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Relaxed modified Tseng algorithm for solving variational
inclusion problems in real Banach spaces with applications
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ANANTACHAI PADCHAROEN4

ABSTRACT. In this paper, relaxed and relaxed inertial modified Tseng algorithms for approximating zeros of
sum of two monotone operators whose zeros are fixed points or J-fixed points of some nonexpansive-type map-
pings are introduced and studied. Strong convergence theorems are proved in the setting of real Banach spaces
that are uniformly smooth and 2-uniformly convex. Furthermore, applications of the theorems to the concept
of J-fixed point, convex minimization, image restoration and signal recovery problems are also presented. In
addition, some interesting numerical implementations of our proposed methods in solving image recovery and
compressed sensing problems are presented. Finally, the performance of our proposed methods are compared
with that of some existing methods in the literature.

1. INTRODUCTION

Let H be a real Hilbert space. Let A : H → H and B : H → 2H be single valued and
multi-valued operators, respectively. The variational inclusion problem (VIP) which is to

(1.1) find u ∈ H with 0 ∈ (A+B)u,

has attracted the interest of many authors over the years due to its numerous applications
in solving problems arising from image restoration, signal recovery and machine learning.

Assuming existence of solution, one of the classical technique for approximating solu-
tions of the VIP (1.1) involving maximal monotone operators A and B in the setting of
real Hilbert spaces, is the forward-backward algorithm (FBA); which was introduced in-
dependently by Lions [34] and Passty [42] and studied extensively by many authors (see,
e.g.; [21], [5], [22]). The FBA is an iterative procedure that starts at a point x1 ∈ H and
generates iteratively a sequence {xn} ⊂ H by solving the recursive equation:

(1.2) xn+1 =
(
I + λnB

)−1(
I − λnA

)
xn,

where {λn} is a sequence of positive real numbers. Lions [34] proved that if the operator
A is α-inverse strongly monotone, that is, there exists α > 0 such that

⟨x− y,Ax−Ay⟩ ≥ α∥Ax−Ay∥2, ∀x, y ∈ H,

and lim inf λn > 0 with lim supλn < 2α, then the sequence generated by (1.2) converges
weakly to a solution of problem (1.1).

Several modifications of the FBA have been proposed by many authors using the idea of
Halpern-type or viscosity-type approximation technique to obtain strong convergence of
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the sequence generated by the modified versions of the FBAs to a solution of the VIP (1.1)
(see, e.g.; [48], [3] [30],[29]).

Remark 1.1. It is worthy of mentioning that virtually all the modifications of the FBA
require the operator A to be α-inverse strongly monotone (for the case of Hilbert spaces) or
α-inverse strongly accretive (for the case of Banach spaces). As rightly noted by Tseng [50]
this restrictions rules out some important applications, see, section 4 of [50].

To dispense with the α-inverse strong monotonicity assumption on A, using the idea of
the extragradient method of Korpelevic [31] for monotone variational inequalities, Tseng
[50] introduced the following algorithm in real Hilbert spaces:

(1.3)


x1 ∈ C;

yn = (I + λnB)−1(I − λnA)xn;

xn+1 = PC

(
yn − λn(Ayn −Axn)

)
;

where C ⊂ H is nonempty closed and convex such that C ∩ (A+B)−10 ̸= ∅, A is maximal
monotone and Lipschitz continuous with constant L > 0 and B is maximal monotone.
He proved weak convergence of the sequence generated by his algorithm to a solution of
problem (1.1).

Remark 1.2. We remark here that the class of monotone operators that are Lipschitz con-
tinuous contain, properly, the class of monotone operators that are α-inverse strongly
monotone, since every α-inverse strongly monotone operator is 1

α -Lipschitz continuous.

In the literature, for the special case when A ≡ 0, the proximal point algorithm (PPA) has
been employed to solve the inclusion problem (1.1). Several acceleration strategies of
the PPA via inertial extrapolation or relaxation has been employed by many authors to
improve the performance of the PPA over the years (see, e.g.; [16], [18]). The following
question naturally becomes of interest:

Question. Can the acceleration strategies of the PPA be employed for the FBA and its
modified versions?

Recently, in 2021 Padcharoen et al. [41] proposed an inertial Tseng’s-type algorithm for
solving the inclusion problem (1.1) in the setting of real Hilbert spaces. They proved the
following theorem:

Theorem 1.1. Let H be a real Hilbert space. Let A : H → H be an L-Lipschitz continuous and
monotone mapping and B : H → 2H be a maximal monotone map. Assume that the solution set
(A+B)−10 ̸= ∅. Given x0, x1 ∈ H , let {xn} be a sequence defined by:

(1.4)


wn = xn + αn(xn − xn−1)

yn = (I + λnB)−1(I − λnA)wn

xn+1 = yn − λn(Ayn −Awn),

where the control parameters satisfy some appropriate conditions. Then the sequence {xn} gener-
ated by (1.4) converges weakly to a solution of problem (1.1).

Just recently, as it has been done for the PPA, the relaxed and relaxed inertial versions of
the Tseng’s algorithm were introduced and studied by Cholamjiak et al. [24] in the setting
of real Hilbert spaces. They proved the following Theorems:



Dedicated to the memory of late Prof. C.E. Chidume “forever missed” 3

Theorem 1.2 (Relaxed Tseng’s Algorithm). Let H be a real Hilbert space and let A : H → H
be monotone and Lipschitz continuous and B : H → 2H be maximal monotone. Suppose the
solution set of the VIP (1.1) (A + B)−10 is nonempty. Let x1 ∈ H , let {xn} be a sequence
generated by

(1.5)


yn = (I + λnB)−1(xn − λnAxn),

xn+1 = (1− θn)xn + θnyn + θnλn(Axn −Ayn),

λn+1 = min
{
λn,

µn∥xn−yn∥
∥Axn−Byn∥

}
,

where λ1 > 0, {θn} ⊂ [a, b] ⊂ (0, 1), {µn} ⊂ [c, d] ⊂ (0, 1). Then the sequence generated by
(1.5) converges weakly to a solution of the VIP (1.1).

Theorem 1.3 (Relaxed Inertial Tseng’s Algorithm). Under the same hypothesis as in Theorem
1.2 above, given x0, x1 ∈ H , let {xn} be a sequence generated by

(1.6)


wn = xn + α(xn − xn−1),

yn = (I + λnB)−1(wn − λnAwn),

xn+1 = (1− θn)wn + θnyn + θnλn(Awn −Ayn),

λn+1 = min
{
λn,

µn∥wn−yn∥
∥Awn−Byn∥

}
,

where λ0 > 0, θ ∈ (0, 1], µ ∈ (0, 1), α ∈ [0, 1) such that

θ(1− µ2)

(2− θ + µθ)2
+

1− θ

θ
>

α(1 + α)

(1− α)2
.

Then the sequence {xn} converges weakly to a solution of the VIP (1.1).

Remark 1.3. Interested readers may see, for example, any of the following papers for a
motivation about relaxation of an algorithm [9], [26], [1].

Extension of the VIP (1.1) to Banach spaces more general than Hilbert spaces is currently
of interest to many authors (see, e.g.; [44], [12], [4], [28] and the references there in). In
2019, Shehu [46] extended the Theorem of Tseng [50] to real Banach spaces. He proved
the following theorem:

Theorem 1.4. Let E be a uniformly smooth and 2-uniformly convex real Banach space. Let
A : E → E∗ be a monotone and L-Lipschitz continuous mapping and B : E → 2E

∗
be a maximal

monotone mapping. Suppose the solution set (A+B)−10 ̸= ∅. Let {xn} be a sequence defined by:

(1.7)


x1 ∈ E,

yn = (J + λ)−1(Jxn − λnAxn),

wn = J−1(Jyn − λn(Ayn −Axn)),

xn+1 = J−1(αnJx1 + (1− αn)Jwn),

where the control parameters satisfy some appropriate conditions. Then the sequence {xn} gener-
ated by (1.7) converges strongly to a solution of problem (1.1).

Remark 1.4. We remark here that in all the Theorems of Tseng [50], Padcharoen et al.
[41] and Cholamjiak et al. [24] weak convergence Theorems were established which is not
desirable in applications.

Now, having said all this, our interest is in the following generalization of the VIP (1.1):

(1.8) find u ∈ E such that 0 ∈ (A+B)u and Tu = u;
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where T is a nonexpansive-type operator. Problem (1.8) was studied by Takahashi et al.
[47] in the setting of real Hilbert spaces. Recently, problem (1.8) is making some waves in
the literature (see, e.g.; [15], [44], [23], [2]).

Motivated by remark 1.4 and the growing interest in problem (1.8), it is our purpose in this
paper to resolve the concern raised in remark 1.4 and contribute our quota to the study
of problem (1.8) by introducing relaxed and relaxed inertial modified Tseng algorithms
in Banach spaces that are 2-uniformly convex and uniformly smooth that will converge
strongly solutions of problem (1.8). Furthermore, applications of our theorems to J-fixed
points, convex minimization, image recovery and compressed sensing problems will be
presented. Finally, we compare the performance of our proposed methods with existing
methods in solving image recovery and compressed sensing problems.

2. PRELIMINARIES

Let E be a real normed space and let J : E → 2E
∗

be the normalized duality map (see,
e.g.; [6] for the explicit definition of J and its properties on certain Banach spaces). The
following functional ϕ : E × E → R defined on a smooth real Banach space by

ϕ(x, y) := ∥x∥2 − 2⟨x, Jy⟩+ ∥y∥2, ∀x, y ∈ E,(2.9)

will be needed in our estimations in the sequel. For any x, y, z ∈ E and τ ∈ [0, 1] using
the definition of ϕ, one can easily deduce the following (see, e.g.; Nilsrakoo and Saejung,
[39]):

D1: (∥x∥ − ∥y∥)2 ≤ ϕ(x, y) ≤ (∥x∥+ ∥y∥)2,
D2: ϕ(x, J−1(τJy + (1− τ)Jz) ≤ τϕ(x, y) + (1− τ)ϕ(x, z),
D3: ϕ(x, y) = ϕ(x, z) + ϕ(z, y) + 2⟨z − x, Jy − Jz⟩,

where J and J−1 are the duality maps on E and E∗.

Definition 2.1. A mapping S : C → E is called relatively nonexpansive if the set of its
asymptotic fixed points equals the set of its fixed points and ϕp(ϖ,Sν) ≤ ϕp(ϖ, ν) for any
ϖ ∈ F (S) and ν ∈ C.

Definition 2.2. Let E be a smooth, strictly convex and reflexive real Banach space and
let C be a nonempty, closed and convex subset of E. Following Alber [6], the generalized
projection map, ΠC : E → C is defined by

ΠC(u) = inf
v∈C

ϕ(v, u), ∀ u ∈ E.

Clearly, in a real Hilbert space, the generalized projection ΠC coincides with the metric
projection PC from E onto C.

Definition 2.3. Let E be a reflexive, strictly convex and smooth real Banach space and let
B : E → 2E

∗
be a maximal monotone operator. Then for any λ > 0 and u ∈ E, there

exists a unique element uλ ∈ E such that Ju ∈ (Juλ+λBuλ). The element uλ is called the
resolvent of B and it is denoted by JB

λ u. Alternatively, JB
λ =

(
J +λB)−1J, for all λ > 0. It

is easy to verify that B−1 = F (JB
λ ), ∀ λ > 0, where F (JB

λ ) denotes the set of fixed points
of JB

λ .

Lemma 2.1 ([7]). Let C be a nonempty closed and convex subset of a smooth, strictly convex and
reflexive real Banach space E. For any x ∈ E and y ∈ C, x̃ = ΠCx if and only if ⟨x̃ − y, Jx −
Jx̃⟩ ≥ 0, for all y ∈ C.
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Lemma 2.2 ([6]). Let E be a reflexive strictly convex and smooth Banach space with E∗ as its
dual. Then,

V (u, u∗) + 2⟨J−1u∗ − u, v∗⟩ ≤ V (u, u∗ + v∗),(2.10)

for all u ∈ E and u∗, v∗ ∈ E∗, where V (x, x∗) = ϕ(x, J−1x∗) = ∥x∥2 − 2⟨x, x∗⟩+ ∥x∗∥2.

Lemma 2.3 ([10]). Let E be a reflexive Banach space. Let A : E → E∗ be a monotone, hemicon-
tinuous and bounded mapping. Let B : E → 2E

∗
be a maximal monotone mapping. Then A+B

is a maximal monotone mapping.

Lemma 2.4 ([53]). Let E be a 2-uniformly smooth real Banach space. Then, there exists a constant
ρ > 0 such that ∀ x, y ∈ E

∥x+ y∥2 ≤ ∥x∥2 + 2⟨y, Jx⟩+ ρ∥y∥2.
In a real Hilbert space, ρ = 1.

Lemma 2.5 ([51]). Let E be a 2-uniformly convex and smooth real Banach space. Then, there
exists a positive constant µ such that

µ∥x− y∥2 ≤ ϕ(x, y), ∀ x, y ∈ E.(2.11)

Lemma 2.6 ([27]). Let E be a uniformly convex and smooth real Banach space, and let {un} and
{vn} be two sequences of E. If either {un} or {vn} is bounded and ϕ(un, vn) → 0 then ∥un −
vn∥ → 0.

Lemma 2.7 ([39]). Let E be a uniformly smooth Banach space and r > 0. Then, there exists a
continuous, strictly increasing, and convex function g : [0, 2r] → [0, 1) such that g(0) = 0 and

ϕ
(
u, J−1[βJx+ (1− β)Jy]

)
≤ βϕ(u, x) + (1− β)ϕ(u, y)− β(1− β)g(∥Jx− Jy∥)

for all β ∈ [0, 1], u ∈ E and x, y ∈ Br.

Lemma 2.8 ([52]). Let {an} be a sequence of nonnegative numbers satisfying the condition

an+1 ≤ (1− αn)an + αnβn + cn, n ≥ 0,

where {αn}, {βn} and {cn} are sequences of real numbers such that

(i) {αn} ⊂ [0, 1] and

∞∑
n=0

αn = ∞; (ii) lim sup
n→∞

βn ≤ 0; (iii) cn ≥ 0,

∞∑
n=0

cn < ∞.

Then, lim
n→∞

an = 0.

Lemma 2.9 ([37]). Let Γn be a sequence of real numbers that does not decrease at infinity, in the
sense that there exists a subsequence {Γnj

}j≥0 of {Γn} which satisfies Γnj
< Γnj+1 for all j ≥ 0.

Also, consider the sequence of integers {τ(n)}n≥n0
defined by

τ(n) = max{k ≤ n | Γk < Γk+1}.
Then {τ(n)}n≥n0

is a nondecreasing sequence verifying limn→∞ τ(n) = ∞ and, for all n ≥ n0,
it holds that Γτ(n) ≤ Γτ(n)+1 and we have

Γn ≤ Γτ(n)+1.

Lemma 2.10 ([8]). Let {Γn},{δn} and {αn} be sequences in [0,∞) such that

Γn+1 ≤ Γn + αn(Γn − Γn−1) + δn,

for all n ≥ 1,
∑∞

n=1 δn < +∞ and there exists a real number α with 0 ≤ αn ≤ α < 1, for all
n ∈ N. Then the following hold:
(i)
∑

n≥1[Γn − Γn−1]+ < +∞, where [t]+ = max{t, 0};
(ii) there exists Γ∗ ∈ [0,∞) such that limn→∞ Γn = Γ∗.
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3. MAIN RESULT

3.1. Relaxed Halpern Tseng-type Algorithm.

Theorem 3.5. Let E be a 2-uniformly convex and uniformly smooth real Banach space with dual
space, E∗. Let A : E → E∗ be a monotone and L-Lipschitz continuous mapping, B : E → 2E

∗

be a maximal monotone mapping and T : E → E be a relatively nonexpansive mapping. Assume
the solution set Ω = (A+B)−10 ∩ F (T ) ̸= ∅, given x1 ∈ E, let {xn} be a sequence defined by:

(3.12)


yn = JB

λn
J−1

(
Jxn − λnAxn

)
,

zn = J−1
(
Jyn − λn(Ayn −Axn)

)
,

un = J−1
(
βnJzn + (1− βn)JTzn

)
,

xn+1 = J−1
(
(1− θn)Jxn + θn(γnJu+ (1− γn)Jun)

)
,

where JB
λn

= (J + λnB)−1J , {θn}, {βn} ⊂ (0, 1], {γn} ⊂ (0, 1) such that lim
n→∞

γn = 0 and
∞∑

n=1

γn = ∞ and {λn} ⊂
(
λ,

√
µ√
ρL

)
, λ ∈ (0, 1), ρ and µ are the constants appearing in Lemmas

2.4 and 2.5, respectively. Then, {xn} converges strongly to x ∈ Ω.

Proof. Frist, we show that {xn} is bounded. Let x ∈ Ω. Using Lemma 2.4 and D3, we have

ϕ(x, zn) = ϕ
(
x, J−1(Jyn − λn(Ayn −Axn))

)
= ∥x∥2 − 2⟨x, Jyn − λn(Ayn −Axn)⟩+ ∥Jyn − λn(Ayn −Axn)∥2

≤ ϕ(x, yn)− 2λn⟨yn − x,Ayn −Axn⟩+ ρ∥λn(Ayn −Axn)∥2

= ϕ(x, xn) + ϕ(xn, yn) + 2⟨xn − x, Jyn − Jxn⟩
− 2λn⟨yn − x,Ayn −Axn⟩+ ρ∥λn(Ayn −Axn)∥2

= ϕ(x, xn) + ϕ(xn, yn)− 2⟨yn − xn, Jyn − Jxn⟩+ 2⟨yn − x, Jyn − Jxn⟩
− 2λn⟨yn − x,Ayn −Axn⟩+ ρ∥λn(Ayn −Axn)∥2

= ϕ(x, xn)− ϕ(yn, xn)− 2⟨yn − x, Jxn − Jyn − λn(Axn −Ayn)⟩
+ ρ∥λn(Ayn −Axn)∥2.(3.13)

Claim.

(3.14) ⟨yn − x, Jxn − Jyn − λn(Axn −Ayn)⟩ ≥ 0.

Proof of claim. Observe that yn = JB
λn

J−1
(
Jxn−λnAxn

)
implies (Jxn−λnAxn) ∈ (Jyn+

λnByn). Since B is maximal monotone, there exists bn ∈ Byn such that Jxn − λnAxn =
Jyn + λnbn. Thus,

(3.15) bn =
1

λn
(Jxn − Jyn − λnAxn).

Furthermore, since 0 ∈ (A+B)x and (Ayn+ bn) ∈ (A+B)yn, by monotonicity of (A+B)

⟨yn − x,Ayn + bn⟩ ≥ 0.

Substituting equation (3.15) into this inequality, we get

⟨yn − x, Jxn − Jyn − λn(Axn −Ayn)⟩ ≥ 0,

which justifies our claim.
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Now, substituting inequality (3.14) in (3.13) and using Lemma 2.5, we deduce that

ϕ(x, zn) ≤ ϕ(x, xn)− ϕ(yn, xn) + ρλ2
n∥Axn −Ayn∥2

≤ ϕ(x, xn)−
(
1− ρλ2

nL
2

µ

)
ϕ(yn, xn).(3.16)

Since λn ∈
(
0,

√
µ√
ρL

)
, 1− ρλ2

nL
2

µ > 0. Thus,

(3.17) ϕ(x, zn) ≤ ϕ(x, xn).

Also, using D2 and the fact that T is relatively nonexpansive, we have

ϕ(x, un) ≤ βnϕ(x, zn) + (1− βn)ϕ(x, Tzn)

≤ βnϕ(x, zn) + (1− βn)ϕ(z, zn) = ϕ(x, zn).(3.18)

Now, using D2 and, inequalities (3.18) and (3.17), we get

ϕ(x, xn+1) = ϕ
(
x, J−1((1− θn)Jxn + θn(γnJu+ (1− γn)Jun))

)
≤ (1− θn)ϕ(x, xn) + θnγnϕ(x, u) + θn(1− γn)ϕ(x, un)

≤ (1− θn)ϕ(x, xn) + θnγnϕ(x, u) + θn(1− γn)ϕ(x, zn)

≤ (1− θn)ϕ(x, xn) + θnγnϕ(x, u) + θn(1− γn)ϕ(x, xn)

= (1− θnγn)ϕ(x, xn) + θnγnϕ(x, u)

≤ max{ϕ(x, xn), ϕ(x, u)}.(3.19)

Thus, {ϕ(x, xn)} is bounded. By D1, {xn} is bounded. Furthermore, {yn}, {zn} and {un}
are bounded.

Next, we prove that {xn} converges to x ∈ Ω. To achieve this, first of all we estimate
ϕ(x, un) using Lemma 2.7, the fact that T is relatively nonexpansive and, inequalities (3.16)
and (3.17) to get

ϕ(x, un) ≤ βnϕ(x, zn) + (1− βn)ϕ(x, Tzn)− βn(1− βn)g(∥Jzn − JTzn∥)
≤ βnϕ(x, zn) + (1− βn)ϕ(x, zn)− βn(1− βn)g(∥Jzn − JTzn∥)

≤ βnϕ(x, zn) + (1− βn)
[
ϕ(x, xn)−

(
1− ρλ2

nL
2

µ

)
ϕ(yn, xn)

]
− βn(1− βn)g(∥Jzn − JTzn∥)

≤ ϕ(x, xn)− (1− βn)
(
1− ρλ2

nL
2

µ

)
ϕ(yn, xn)− βn(1− βn)g(∥Jzn − JTzn∥).(3.20)

Next, we estimate ϕ(x, xn+1) using Lemma 2.7 and inequality (3.20), to get

ϕ(x, xn+1) ≤ (1− θn)ϕ(x, xn) + θnγnϕ(x, u) + θn(1− γn)ϕ(x, un)

≤ (1− θn)ϕ(x, xn) + θnγnϕ(x, u) + θn(1− γn)
[
ϕ(x, xn)

− (1− βn)
(
1− ρλ2

nL
2

µ

)
ϕ(yn, xn)− βn(1− βn)g(∥Jzn − JTzn∥)

]
= (1− θnγn)ϕ(x, xn) + θnγnϕ(x, u)− θn(1− γn)(1− βn)

(
1− ρλ2

nL
2

µ

)
ϕ(yn, xn)

− θn(1− γn)βn(1− βn)g(∥Jzn − JTzn∥).(3.21)
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Set ηn = θn(1− γn)(1− βn)
(
1− ρλ2

nL
2

µ

)
and ζn = θn(1− γn)βn(1− βn), we deduce from

inequality (3.21) that

ηnϕ(yn, xn) + ζng(∥Jzn − JTzn∥) ≤ θnγn
(
ϕ(x, u)− ϕ(x, xn)

)
+ ϕ(x, xn)

− ϕ(x, xn+1).(3.22)

To complete the proof, we consider the following two cases:

Case 1. Assume there exits an n0 ∈ N such that for all n ≥ n0,

ϕ(x, xn+1) ≤ ϕ(x, xn), ∀n ≥ n0.

Then, {ϕ(x, xn)} is convergent.

From inequality (3.22), using the fact that lim
n→∞

γn = 0, the boundedness {xn} and the

existence of lim
n→∞

ϕ(x, xn) we obtain the following:

lim
n→∞

ϕ(yn, xn) = 0 and lim
n→∞

g(∥Jzn − JTzn∥) = 0.

This implies by Lemma 2.6 and the properties of g that

(3.23) lim
n→∞

∥yn − xn∥ = 0 and lim
n→∞

∥Jzn − JTzn∥ = 0.

By the uniform continuity of J on bounded sets, this implies lim
n→∞

∥Jxn − Jyn∥ = 0. Also,
the Lipschitz continuity of A and equation (3.23) imply that
lim
n→∞

∥Axn −Ayn∥ = 0. Therefore,

(3.24) lim
n→∞

∥Jzn − Jyn∥ = lim
n→∞

λn∥Axn −Ayn∥ = 0.

By the uniform continuity of J−1, equation (3.24) implies that lim
n→∞

∥zn − yn∥ = 0. Thus,

(3.25) lim
n→∞

∥xn − zn∥ = 0.

Observe that

∥Jxn − Jxn+1∥ = ∥θnJxn − θnγnJu− θn(1− γn)Jun∥
≤ θn∥Jxn − Jzn∥+ θnγn∥Ju− Jun∥+ θn∥Jzn − Jun∥
= θn∥Jxn − Jzn∥+ θnγn∥Ju− Jun∥+ θn(1− βn)∥Jzn − JTzn∥.

This implies that

(3.26) lim
n→∞

∥Jxn+1 − Jxn∥ = 0.

Now, we prove that Ωw(xn) ⊂ Ω, where Ωw(xn) denotes the set of weak subsequential
limits of {xn}. Since {xn} is bounded, Ωw(xn) ̸= ∅. Let x∗ ∈ Ωw(xn). Then, there ex-
ists a subsequence {xnk

} of {xn} such that xnk
⇀ x∗. From equation (3.25), we have

znk
⇀ x∗. Furthermore, from (3.23), the uniform continuity of J−1 on bounded sets im-

plies ∥zn − Tzn∥ → 0 and since (I − T ) is demiclosed at zero, x∗ ∈ F (T ).

Next, we show that x∗ ∈ (A + B)−10. Let (v, w) ∈ G(A + B). Then, (w − Av) ∈ Bv.
By the definition of yn in (3.12), we have that (J − λnk

A)xnk
∈ (J + λnk

B)ynk
. Thus,

1
λnk

(Jxnk
− Jynk

− λnk
Axnk

) ∈ Bynk
. By the monotonicity of B, we have

⟨v − ynk
, w −Av − 1

λnk

(Jxnk
− Jynk

− λnk
Axnk

)⟩ ≥ 0.
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Using the fact that A is monotone, we estimate this as follows

⟨v − ynk
, w⟩ ≥ ⟨v − ynk

, Av +
1

λnk

(Jxnk
− Jynk

− λnk
Axnk

)⟩

= ⟨v − ynk
, Av −Axnk

⟩+ 1

λnk

⟨v − ynk
, Jxnk

− Jynk
⟩

= ⟨v −ynk
, Av−Aynk

⟩+ ⟨v− ynk
, Aynk

−Axnk
⟩+ 1

λnk

⟨v− ynk
, Jxnk

− Jynk
⟩

≥ ⟨v − ynk
, Aynk

−Axnk
⟩+ 1

λnk

⟨v − ynk
, Jxnk

− Jynk
⟩.

Since lim
n→∞

∥Axn − Ayn∥ = lim
n→∞

∥Jyn − Jxn∥ = 0,
{

1
λn

}
is bounded and ynk

⇀ x∗, it
follows that

⟨v − x∗, w⟩ ≥ 0.

By Lemma 2.3, A + B is maximal monotone. This implies that 0 ∈ (A + B)x∗, i.e.;
x∗ ∈ (A+B)−10. Hence, x∗ ∈ Ω = F (T ) ∩ (A+B)−10.

Now, we have all the tools to show that {xn} converges to x = ΠΩu. Since {xn} is
bounded, there exits a subsequence {xnk

} ⊂ {xn} such that

lim sup
n→∞

⟨xn − x, Ju− Jx⟩ = lim
k→∞

⟨xnk
− x, Ju− Jx⟩ = ⟨x∗ − x, Ju− Jx⟩ ≤ 0.

From (3.26) we also have

lim sup
n→∞

⟨xn+1 − x, Ju− Jx⟩ ≤ 0.

Next, using Lemma 2.2, D2 and inequalities (3.18) and (3.17) we have

ϕ(x, xn+1) = ϕ
(
x, J−1((1− θn)xn + θn(γnJu+ (1− γn)Jun))

)
= V

(
x, (1− θn)xn + θn(γnJu+ (1− γn)Jun)

)
≤ V

(
x, (1− θn)xn + θn(γnJu+ (1− γn)Jun)− θnγn(Ju− Jx)

)
+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

= V (x, (1− θn)xn + θn(γnJx+ (1− γn)Jun)) + 2θnγn⟨xn+1 − x, Ju− Jx⟩
= ϕ

(
x, J−1

(
(1− θn)xn + θn(γnJx+ (1− γn)Jun)

))
+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

≤ (1− θn)ϕ(x, xn) + θn
(
γnϕ(x, x) + (1− γn)ϕ(x, un)

)
+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

≤ (1− θnγn)ϕ(x, xn) + 2θnγn⟨xn+1 − x, Ju− Jx⟩.(3.27)

By Lemma 2.8, inequality (3.27) implies that lim
n→∞

ϕ(x, xn) = 0. Using Lemma 2.6, we

obtain that lim
n→∞

xn = x.

Case 2. If Case 1 does not hold, then, there exists a subsequence {xmj
} ⊂ {xn} such that

ϕ(x, xmj+1) > ϕ(x, xmj
), ∀j ∈ N.

By Lemma 2.9, there exists a nondecreasing sequence {mk} ⊂ N, such that limk→∞ mk =
∞ and the following inequalities hold

ϕ(x, xmk
) ≤ ϕ(x, xmk+1) and ϕ(x, xk) ≤ ϕ(x, xmk

), ∀ k ∈ N.
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From inequality (3.22) we have

ηmk
ϕ(ymk

, xmk
) + ζmk

g(∥Jzmk
− JTzmk

∥) ≤ θmk
γmk

(
ϕ(x, u)− ϕ(x, xmk

)
)

+ ϕ(x, xmk
)− ϕ(x, xmk+1)

≤ θmk
γmk

(
ϕ(x, u)− ϕ(x, xmk

)
)
.

Following a similar argument as in Case 1, one can establish the following

lim
k→∞

∥ymk
− xmk

∥ = 0 and lim
k→∞

∥Jzmk
− JTzmk

∥ = 0,

lim
k→∞

∥xmk+1 − xmk
∥ = 0 and lim sup

k→∞
⟨xmk+1 − x, Ju− Jx⟩ ≤ 0.

From (3.27) we have

ϕ(x, xmk+1) ≤ (1− θmk
γmk

)ϕ(x, xmk
) + 2θmk

γmk
⟨xmk+1 − x, Ju− Jx⟩.(3.28)

By Lemma 2.8, inequality (3.28) implies that lim
n→∞

ϕ(x, xmk
) = 0. Thus,

lim sup
k→∞

ϕ(x, xk) ≤ lim
k→∞

ϕ(x, xmk
) = 0.

Therefore, lim sup
k→∞

ϕ(x, xk) = 0 and so, by Lemma 2.6, lim
k→∞

xk = x. This completes the

proof. □

3.2. Relaxed Inertial Halpern Tseng-type Algorithm.

Theorem 3.6. Under the same setting as in Theorem 3.5, given x0, x1 ∈ E, let {xn} be a sequence
defined by:

(3.29)



wn = J−1
(
Jxn + αn(Jxn − Jxn−1)

)
,

yn = JB
λn

J−1
(
Jwn − λnAwn

)
,

zn = J−1
(
Jyn − λn(Ayn −Awn)

)
,

un = J−1
(
βnJzn + (1− βn)JTzn

)
,

xn+1 = J−1
(
(1− θn)Jwn + θn(γnJu+ (1− γn)Jun)

)
,

where 0 < αn ≤ ᾱn and ᾱn =

{
min

{
α, ϵn

∥Jxn−Jxn−1∥2 ,
ϵn

ϕ(xn,xn−1)

}
, xn ̸= xn−1,

α, otherwise,
α ∈ (0, 1) and {ϵn} ⊂ (0, 1) such that

∑∞
n=1 ϵn < ∞. The remaining parameters are the same as

in Theorem 3.5. Then, {xn} converges strongly to x ∈ Ω.

Proof. First, we prove that {xn} is bounded. Let x ∈ Ω. Following the same argument by
replacing xn with wn, from (3.16) and (3.17), we get

ϕ(x, zn) ≤ ϕ(x,wn)−
(
1− ρλ2

nL
2

µ

)
ϕ(yn, wn).(3.30)

Since λn ∈
(
0,

√
µ√
ρL

)
, 1− ρλ2

nL
2

µ > 0. Thus,

(3.31) ϕ(x, zn) ≤ ϕ(x,wn).

Similarly, from (3.18), we have

ϕ(x, un) ≤ ϕ(x, zn).(3.32)
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Now, using D3, we obtain that

ϕ(x,wn) = ϕ(x, xn) + ϕ(xn, wn) + 2⟨xn − x, Jwn − Jxn⟩
= ϕ(x, xn) + ϕ(xn, wn) + 2αn⟨xn − x, Jxn − Jxn−1⟩(3.33)

= ϕ(x, xn) + ϕ(xn, wn) + αnϕ(xn, xn−1) + αnϕ(x, xn)− αnϕ(x, xn−1).(3.34)

Moreover, using the definition of ϕ and Lemma 2.4, we have

ϕ(x,wn) = ϕ
(
x, J−1(Jxn + αn(Jxn − Jxn−1))

)
= ∥x∥2 + ∥Jxn + αn(Jxn − Jxn−1)∥2 − 2⟨x, Jxn + αn(Jxn − Jxn−1)⟩
= ∥x∥2 + ∥Jxn + αn(Jxn − Jxn−1)∥2 − 2⟨x, Jxn⟩ − 2αn⟨x, Jxn − Jxn−1⟩
≤ ϕ(x, xn) + ρα2

n∥Jxn − Jxn−1∥2 + 2αn⟨xn − x, Jxn − Jxn−1⟩.(3.35)

Combining (3.33) and (3.35), we have

ϕ(xn, wn) ≤ ρα2
n∥Jxn − Jxn−1∥2.

Hence, substituting this in equation (3.34), we have

ϕ(x,wn) ≤ ϕ(x, xn) + ρα2
n∥Jxn − Jxn−1∥2 + αnϕ(xn, xn−1)

+ αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
.(3.36)

Now, using D2, inequalities (3.32), (3.31) and (3.36), and the fact that {αn} ⊂ (0, 1), we get

ϕ(x, xn+1) = ϕ
(
x, J−1((1− θn)Jwn + θn(γnJu+ (1− γn)un))

)
≤ (1− θn)ϕ(x,wn) + θnγnϕ(x, u) + θn(1− γn)ϕ(x,wn)

= (1− θnγn)ϕ(x,wn) + θnγnϕ(x, u)

≤ (1− θnγn)
(
ϕ(x, xn) + αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
+ αnϕ(xn, xn−1)

+ ρα2
n∥Jxn − Jxn−1∥2

)
+ θnγnϕ(x, u)

≤ max
{
ϕ(x, u), ϕ(x, xn) + αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
+ ραn∥Jxn − Jxn−1∥2 + αnϕ(xn, xn−1)

}
.(3.37)

If the maximum is ϕ(x, u), then {ϕ(x, xn)} is bounded. By D1, {xn} is bounded. Else,
there exists an n0 ≥ 1 such that for all n ≥ n0, we have that

ϕ(x, xn+1) ≤ ϕ(x, xn) + αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
+ ραn∥Jxn − Jxn−1∥2 + αnϕ(xn, xn−1).

Since ραn∥Jxn − Jxn−1∥2 ≤ ρϵn, αnϕ(xn, xn−1) ≤ ϵn and
∑∞

n=1 ϵn < ∞, by Lemma 2.10,
{ϕ(x, xn)} is convergent and thus, bounded. Furthermore, by D1, {xn} is bounded. This
implies that {wn}, {yn}, {zn} and {un} are bounded.

Next, we proof that {xn} converges strongly to x ∈ Ω. From inequality (3.20), replacing
xn with wn and using the same argument of proof, we have

ϕ(x, un) ≤ ϕ(x,wn)− (1− βn)
(
1− ρλ2

nL
2

µ

)
ϕ(yn, wn)− βn(1− βn)g(∥Jzn − JTzn∥).

(3.38)
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Similarly, from (3.21), we have

ϕ(x, xn+1) ≤ (1− θnγn)ϕ(x,wn) + θnγnϕ(x, u)− θn(1− γn)(1− βn)
(
1− ρλ2

nL
2

µ

)
ϕ(yn, wn)

− θn(1− γn)βn(1− βn)g(∥Jzn − JTzn∥).(3.39)

Set ηn = θn(1− γn)(1− βn)
(
1− ρλ2

nL
2

µ

)
and ζn = θn(1− γn)βn(1− βn). Using inequality

(3.34), we deduce from inequality (3.39) that

ηnϕ(yn, wn) + ζng(∥Jzn − JTzn∥) ≤ θnγn
(
ϕ(x, u)− ϕ(x,wn)

)
+ ϕ(x,wn)− ϕ(x, xn+1)

≤ θnγn
(
ϕ(x, u)− ϕ(x,wn)

)
+ ϕ(x, xn)

+ ραn∥Jxn − Jxn−1∥2 + αnϕ(xn, xn−1)

+ αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
− ϕ(x, xn+1)

= θnγn
(
ϕ(x, u)− ϕ(x,wn)

)
+ ϕ(x, xn)− ϕ(x, xn+1)

+ αnϕ(xn, xn−1)

+ ραn∥Jxn − Jxn−1∥2 + αn

(
ϕ(x, xn)− ϕ(x, xn−1)

)
.(3.40)

To complete the proof, we consider the following two cases:

Case 1. Assume there exits an n0 ∈ N such that for all n ≥ n0,

ϕ(x, xn+1) ≤ ϕ(x, xn), ∀n ≥ n0.

Then, {ϕ(x, xn)} is convergent.

From inequality (3.40), using the fact that lim
n→∞

γn = 0, the boundedness {wn}, the exis-

tence of lim
n→∞

ϕ(x, xn), the fact that lim
n→∞

ραn∥Jxn − Jxn−1∥2 = 0 = lim
n→∞

αnϕ(xn, xn−1),

we obtain the following:

lim
n→∞

ϕ(yn, wn) = 0 and lim
n→∞

g(∥Jzn − JTzn∥) = 0.

By Lemma 2.6 and the properties of g we get

(3.41) lim
n→∞

∥yn − wn∥ = 0 and lim
n→∞

∥Jzn − JTzn∥ = 0.

Furthermore, since

∥Jxn − Jwn∥ = αn∥Jxn − Jxn−1∥, lim
n→∞

∥Jxn − Jwn∥ = 0.

Moreover, by the uniform continuity of J−1 on bounded sets, lim
n→∞

∥xn − wn∥ = 0. This

and equation (3.41) imply that lim
n→∞

∥xn − yn∥ = 0. By the uniform continuity of J on

bounded sets, this implies lim
n→∞

∥Jxn − Jyn∥ = 0. Also, the Lipschitz continuity of A and
equation (3.41) imply that
lim
n→∞

∥Awn −Ayn∥ = 0. Therefore,

(3.42) lim
n→∞

∥Jzn − Jyn∥ = lim
n→∞

λn∥Awn −Ayn∥ = 0.

By the uniform continuity of J−1, equation (3.42) implies that lim
n→∞

∥zn − yn∥ = 0. Thus,

(3.43) lim
n→∞

∥xn − zn∥ = 0.

Now, observe that
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∥Jxn − Jxn+1∥ ≤ ∥Jxn − Jwn∥+ ∥θnJwn − θnγnJu− θn(1− γn)Jun∥
≤ ∥Jxn − Jwn∥+ θn∥Jwn − Jzn∥+ θnγn∥Ju− Jun∥+ θn∥Jzn − Jun∥
= ∥Jxn−Jwn∥+θn∥Jwn−Jzn∥+θnγn∥Ju−Jun∥+θn(1−βn)∥Jzn−JTzn∥.

This implies that

(3.44) lim
n→∞

∥Jxn+1 − Jxn∥ = 0.

Next, the prove that Ωw(xn) ⊂ Ω follows similarly as in the proof of Theorem 3.5.

Finally, we show that {xn} converges to x = ΠΩu. Since {xn} is bounded, there exits a
subsequence {xnk

} ⊂ {xn} such that

lim sup
n→∞

⟨xn − x, Ju− Jx⟩ = lim
k→∞

⟨xnk
− x, Ju− Jx⟩ = ⟨x∗ − x, Ju− Jx⟩ ≤ 0.

From (3.44) we also have

lim sup
n→∞

⟨xn+1 − x, Ju− Jx⟩ ≤ 0.

Next, using Lemma 2.2, D2 and inequalities (3.32), (3.31) and (3.36), we have

ϕ(x, xn+1) = ϕ
(
x, J−1((1− θn)wn + θn(γnJu+ (1− γn)Jun))

)
= V

(
x, (1− θn)wn + θn(γnJu+ (1− γn)Jun)

)
≤ V

(
x, (1− θn)wn + θn(γnJu+ (1− γn)Jun)− θnγn(Ju− Jx)

)
+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

= ϕ(x, J−1((1− θn)wn + θn(γnJx+ (1− γn)Jun)))

+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

≤ (1− θn)ϕ(x,wn) + θnγnϕ(x, x) + θn(1− γn)ϕ(x, un)

+ 2θnγn⟨xn+1 − x, Ju− Jx⟩

≤ (1− θnγn)ϕ(x,wn) + 2θnγn⟨xn+1 − x, Ju− Jx⟩

≤ (1− θnγn)
(
ϕ(x, xn) + ρα2

n∥Jxn − Jxn−1∥2 + αnϕ(xn, xn−1)

+ αn

(
ϕ(x, xn)− ϕ(x, xn−1)

))
+ 2θnγn⟨xn+1 − x, Ju− Jx⟩(3.45)

≤ (1− θnγn)ϕ(x, xn) + 2θnγn⟨xn+1 − x, Ju− Jx⟩+ ραn∥Jxn − Jxn−1∥2

+ αnϕ(xn, xn−1).(3.46)

By Lemma 2.8, inequality (3.46) implies that lim
n→∞

ϕ(x, xn) = 0. Using Lemma 2.6, we
obtain that lim

n→∞
xn = x.

Case 2. If Case 1 does not hold, then, there exists a subsequence {xmk
} ⊂ {xn} such that

ϕ(x, xmk+1) > ϕ(x, xmk
), ∀k ∈ N.



14 A. Adamu, P. Kumam, D. Kitkuan and A. Padcharoen

By Lemma 2.9, there exists a nondecreasing sequence {mk} ⊂ N, such that limk→∞ mk =
∞ and the following inequalities hold

ϕ(x, xmk
) ≤ ϕ(x, xmk+1) and ϕ(x, xk) ≤ ϕ(x, xmk

), ∀ k ∈ N.

From inequality (3.40) we have

ηmk
ϕ(ymk

, xmk
) + ζmk

g(∥Jzmk
− JTzmk

∥) ≤ θmk
γmk

(
ϕ(x, u)− ϕ(x,wmk

)
)

+ ϕ(x, xmk
)− ϕ(x, xmk+1)

+ αmk
ϕ(xmk

, xmk+1)

+ ραmk
∥Jxmk

− Jxmk−1∥2

+ αmk

(
ϕ(x, xmk

)− ϕ(x, xmk−1)
)

≤ θmk
γmk

(
ϕ(x, u)− ϕ(x,wmk

)
)

+ αmk
ϕ(xmk

, xmk+1)

+ ραmk
∥Jxmk

− Jxmk−1∥2.

Following a similar argument as in Case 1, one can establish the following

lim
k→∞

∥ymk
− xmk

∥ = 0 and lim
k→∞

∥Jzmk
− JTzmk

∥ = 0,

lim
k→∞

∥xmk+1 − xmk
∥ = 0 and lim sup

k→∞
⟨xmk+1 − x, Ju− Jx⟩ ≤ 0.

From (3.45) we have

ϕ(x, xmk+1) ≤ (1− θmk
γmk

)
(
ϕ(x, xmk

) + ρα2
mk

∥Jxmk
− Jxmk−1∥2 + αmk

ϕ(xmk
, xmk−1)

+ αmk

(
ϕ(x, xmk

)− ϕ(x, xmk−1)
))

+ 2θmk
γmk

⟨xmk+1 − x, Ju− Jx⟩

≤ (1− θmk
γmk

)ϕ(x, xmk
) + 2θmk

γmk
⟨xmk+1 − x, Ju− Jx⟩

+ ραmk
∥Jxmk

− Jxmk−1∥2 + αmk
ϕ(xmk

, xmk−1)

+
(
ϕ(x, xmk

)− ϕ(x, xmk−1)
)
.(3.47)

By Lemma 2.8, inequality (3.47) implies that lim
n→∞

ϕ(x, xmk
) = 0. Thus,

lim sup
k→∞

ϕ(x, xk) ≤ lim
k→∞

ϕ(x, xmk
) = 0.

Therefore, lim sup
k→∞

ϕ(x, xk) = 0 and so, by Lemma 2.6, lim
k→∞

xk = x. This completes the

proof. □

3.3. Corollaries. Setting T = I in Theorems 3.5 and 3.6, where I is the identity map
on E, we obtain the extended versions of the relaxed and relaxed inertial algorithms of
Cholamjiak et al. [24] in Banach spaces.

Setting θn = 1 and T = I in Theorem 3.6, we obtain the inertial Halpern Tseng-type
algorithm for approximating solutions of the VIP (1.1).
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4. APPLICATIONS AND NUMERICAL ILLUSTRATIONS

4.1. Application to J-fixed point.

Definition 4.4. Let T : E → 2E
∗

be any map. A point u ∈ E is called a J-fixed point of T if
Ju ∈ Tu, where J : E → E∗ is the single valued normalized duality map on E. We shall
denote the set of J-fixed point of T by FJ(T ) := {x ∈ E : Tx = Jx}.

This notion has been defined by Zegeye [54] who called it called semi-fixed point. Also, Liu
[35] called it duality fixed point. In 2016, Chidume and Idu [17], coined the name J-fixed
point. They gave motivations and interesting results concerning J-fixed point for maps
from a space, say E, to its dual space E∗. An intriguing property of J-fixed point is its
connection with optimization problems see, e.g.; [17] for the connection. Currently, there
is a growing interest in the study of J-fixed point (see, e.g.; [14, 20, 40], for some interest-
ing results concerning J-fixed point).

Recently, the notion of relatively J-nonexpansive maps was introduced and discussed by
Chidume et al. [19] in a uniformly smooth and uniformly convex real Banach spaces.
They gave the following definitions:

Definition 4.5. Let T : E → E∗ be a map. A point x∗ ∈ E is called an asymptotic J-fixed
point of T if there exists a sequence {xn} ⊂ E such that xn ⇀ x∗ and ∥Jxn − Txn∥ → 0, as
n → ∞. Let F̂J(T ) be the set of asymptotic J-fixed points of T .

Definition 4.6. A map T : E → E∗ is said to be relatively J-nonexpansive if

(i) F̂J(T ) = FJ(T ) ̸= ∅,
(ii) ϕ(u, J−1Tx) ≤ ϕ(u, x), ∀ x ∈ E, u ∈ FJ(T ).

Remark 4.5. See Chidume et al. [19] for a nontrivial example of relatively J-nonexpansive
mapping. One can easily verify from the definition above, that if an operator T is rela-
tively J-nonexpansive then the operator J−1T is relatively nonexpansive in the usual
sense and vice versa. Furthermore, x∗ ∈ FJ(T ) ⇔ x∗ ∈ F (J−1T ).

We shall explore this notion of relatively J-nonexpansive mapping and introduce a hy-
brid algorithm for approximating solutions of the inclusion problem (1.1) which are also
J-fixed points of relatively J-nonexpansive mapping.

Theorem 4.7. Let E be a 2-uniformly convex and uniformly smooth real Banach space with dual
space, E∗. Let A : E → E∗ be a monotone and L-Lipschitz continuous mapping, B : E → 2E

∗
be

a maximal monotone mapping and T : E → E∗ be a relatively J-nonexpansive mapping. Assume
the solution set Ω = (A+B)−10 ∩ FJ(T ) ̸= ∅, given x1 ∈ E, let {xn} be a sequence defined by:

(4.48)



yn = JB
λn

J−1
(
Jxn − λnAxn

)
,

zn = J−1
(
Jyn − λn(Ayn −Axn)

)
,

un = J−1
(
βnJzn + (1− βn)Tzn

)
,

xn+1 = J−1
(
(1− θn)Jxn + θn(γnJu+ (1− γn)Jun)

)
,

where {θn} ⊂ (0, 1] {βn} ⊂ (0, 1), {γn} ⊂ (0, 1) such that lim
n→∞

γn = 0 and
∞∑

n=1

γn = ∞ and

{λn} ⊂
(
λ,

√
µ√
ρL

)
, where λ ∈ (0, 1), ρ and µ are the constants appearing in Lemmas 2.4 and 2.5,

respectively. Then, {xn} converges strongly to x ∈ Ω.



16 A. Adamu, P. Kumam, D. Kitkuan and A. Padcharoen

Proof. By Remark 4.5, J−1T is relatively nonexpansive. The conclusion follows from The-
orem 3.5. □

Theorem 4.8. Under the same setting as in Theorem 4.7, given x0, x1 ∈ E, let {xn} be a sequence
defined by:

(4.49)



wn = J−1
(
Jxn + αn(Jxn − Jxn−1)

)
,

yn = JB
λn

J−1
(
Jwn − λnAwn

)
,

zn = J−1
(
Jyn − λn(Ayn −Awn)

)
,

un = J−1
(
βnJzn + (1− βn)Tzn

)
,

xn+1 = J−1
(
(1− θn)Jwn + θn(γnJu+ (1− γn)Jun)

)
,

where the parameters are the same as in Theorem 4.8. Then, {xn} converges strongly to x ∈ Ω.

4.2. Application to convex minimization problem. In this section, we give application
of our Theorems to the structured nonsmooth convex minimization problem:

(4.50) min
x∈H

{f(x) + g(x)},

where H is a real Hilbert space, f : H → R ∪ {+∞} is proper, convex and lower semi-
continuous (lsc) and g : H → R is smooth and convex with gradient ∇g which is L-
Lipschitz continuous. As we shall see in subsections 4.3 and 4.4 problem (4.50) is suitable
for modeling problems coming from image deblurring and denoising, and compressed
sensing.

Problem (4.50) can be recast as the following inclusion problem:

(4.51) find u ∈ H such that 0 ∈ (∂f(u) +∇g(u)),

which the FBA (1.2) can be used to solve it. Just as in the case of arbitrary monotone
operators, acceleration process has been an active topic of nonsmooth convex minimiza-
tion. In the context of convex minimization, the inertial extrapolation technique of Ployak
[43] has been employed as an acceleration process. A particular case of the inertial FBA
introduced independently by Moudafi and Oliny [38] and, Lorenz and Pock [36] is the
fast iterative shrinkage-thresholding algorithm (FISTA) developed by Beck and Teboulle [11]
which has captured the interest of many authors. The algorithm is defined by:

(4.52)


tn =

1+
√

1+4t2k−1

2 , an = tn−1−1
tn

,

yn = xn + an(xn − xn−1),

xn+1 = (I + λ∂f)−1(yn − λ∇g(yn)),

where t0 = 1, λ = 1
L , x0 = x1 ∈ H and, f and g are as defined in problem (4.50). Beck and

Teboulle [11] proved weak convergence of the sequence generated by (4.52) in the setting
of real Hilbert space H .

Remark 4.6. The literature on the modifications of the sequence {tn} in FISTA to take care
of the oscillatory behavior of the scheme abound. Interested readers may see, for example
[33].
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Now, in our proposed algorithms in Theorems 3.5 and 3.6, setting A = ∇g and B = ∂f ,
one gets algorithms for solving problem (4.50).

4.3. Application to image restoration problems. Observed images are often distorted
by the process of acquisition. The aim of image restoration techniques is to restore the
original image from a noisy observation of it. Basically, there are two ways to go about
image restoration problems: Model-based approach (see, e.g.; [25]) and learning based
approach (see, e.g.; [55]). In this section, we are interested in the model based approach
which are often formulated as optimization problems. Our model of interest is:

b = Lx+ y,

where b is an observed image, x is an unknown image, y is a noise and L is a linear map.
It is well known that regularization methods are used in image restoration problems. The
l1-regularization is a powerful tool in image denoising and is given by:

(4.53) min
x

1

2
∥Lx− b∥2 + λ∥x∥1,

where ∥ · ∥ denotes the Euclidean norm, λ is a positive regularization parameter and ∥ · ∥1
is the l1-regularization term. Set Ax := ∇

(1
2
∥Lx−b∥22

)
= LT (Lx−y) and Bx := ∂(λ∥x∥1).

It is well-known that A is ∥L∥2-Lipschitz continuous and monotone (see, e.g.; [13]). More-
over, B is maximal monotone (see [45]).

In our numerical simulations, we discretize the three layers of the colored test images
(Red, Green and Blue) into 255 pixels and the test images were degraded using the MAT-
LAB blur function “P=fspecial(’motion’,20,30)” and random noise. We initialize the vec-
tors x0 and u to be zeros and x1 to be ones in RN . In algorithms (1.5) and (1.6) of
Cholamjiak et al. [24] we choose the same parameters as used in section 6 of their pa-
per. In the FISTA (4.52) we choose t0 = 1 and λ = 0.03 and in our proposed algorithms
(3.12) and (3.29) we choose α = 0.95, β = 1, γn = 1

(n+1)2 and θn = n+2
n+1 , and we set

Tx = n
n+1x. Finally, we used a tolerance of 10−4 and maximum number of iterations (n)

to be 200, for all the algorithms. The results are presented in Figures 1 and 2, and Table 1
below.

(A) original test images
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(B) test images degraded by motion blur and random noise

(C) restored images with algorithm (1.5)

(D) restored image with algorithm (1.6)

(E) restored images with algorithm (4.52)

FIGURE 1. Restoration process via algorithms (1.5), (1.6) and (4.52)6
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(A) restored images with our algorithm (3.12)

(B) restored image with our algorithm (3.29)

FIGURE 2. Restoration process via algorithms (4.52), (3.12) and (3.29)

The signal to noise ratio (SNR) and the improvement in signal to noise ratio (ISNR) are
performance metrics used to measure the performance algorithms in the restoration of
degraded images. They are defined as:

SNR := 10 log
∥x∥2

∥x− xn∥
and ISNR := 10 log

∥x− b∥2

∥x− xn∥
,

where x, b and xn are the original, observed and estimated image at iteration n, respec-
tively. Using these performance metrics the higher the SNR value or the ISNR value for a
restored image, the better the restoration process via the algorithm.

TABLE 1. SNR and ISNR values of the images in Figure 1

Image Algorithm (1.5) Algorithm (1.6) Algorithm (4.52) Algorithm (3.12) Algorithm (3.29)
SNR ISNR SNR ISNR SNR ISNR SNR ISNR SNR ISNR

Abubakar 35.75 5.565 36.42 5.902 46.03 10.70 38.46 6.921 49.27 12.32
Barbra 43.40 6.388 44.01 6.687 50.39 9.881 45.99 7.681 53.88 11.62

Kitkuan 42.36 6.011 42.98 6.317 52.19 10.92 45.08 7.369 55.41 12.53
Peppers 46.72 6.995 47.35 7.307 55.66 11.46 49.37 8.319 56.58 11.92

4.4. Application to Signal Processing. In signal processing, compressed sensing can be
inferred as a method of reconstructing a sparse signal from a measured data (see, e.g [32],
[49]). Just like for the case of image restoration, to model this problem, the observed data
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y ∈ RM is related to the original signal x ∈ RN by the equation equation

(4.54) y = Ax+ b,

where A ∈ RM×N is the measurement or sensing matrix and b is noise. We will always
assume that M < N . Thus, the interest becomes how to recover the sparse signal x ∈ RN

by solving (4.54). Due to the nature of A, the system (4.54) is an undetermined system of
linear equations which can be solve via the approach of (4.53).

In our simulations, the sparse vector x ∈ RN with m nonzero entries is constructed from a
uniform distribution on the interval [−1, 1], the observation y is constructed using Gauss-
ian noise distributed normally with mean 0 and variance 10−4 and the sensing matrix
A ∈ RM×N is constructed from a normal distribution with mean zero and variance one.
For algorithms (1.5) and (1.6) of Cholamjiak et al. [24] we choose the same parameters as
used by the authors in their paper, for the FISTA (4.52) we choose t0 = 1 and λ = 0.3 and
in our proposed algorithms (3.12) and (3.29) we choose α = 0.93, β = 1, γn = 1

(n+1)2 and
θn = n+2

n+1 , and we set Tx = n
n+1x. Furthermore, we use the mean square error (MSE)

defined by:

(4.55) MSE =
1

N
∥x∗ − x∥2 < 10−5

as stopping criterion, where x∗ is an approximated signal of x.

We consider the following cases (N is the length of the original signal and M is the number
of observations made):

Case 1 : N = 4096, M = 2048, and m = 50.
Case 2 : N = 4096, M = 2048, and m = 100.

The numerical results are presented in Figures 3, 4, 5, 6, 7 and 8.

FIGURE 3. Restored signal via algorithms (1.5) and (1.6) of Cholamjiak et
al. [24] for Case 1
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FIGURE 4. Restored signal via algorithms (1.5) and (1.6) of Cholamjiak et
al. [24] for Case 2

FIGURE 5. Restored signal via FISTA (4.52) shown for Case 1

FIGURE 6. Restored signal via FISTA (4.52) for Case 2
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FIGURE 7. Restored signal via algorithms (3.29) and (3.12) shown for
Case 1

FIGURE 8. Restored signal via algorithms (3.29) and (3.12) shown for
Case 2

4.5. Discussion of the Numerical Simulations and Conclusion.

Discussion.
• For the image restoration problem, while all the methods did not satisfy the stop-

ping criterion before the maximum number of iterations was exhausted, the re-
laxed inertial version of our proposed algorithm, algorithm (3.29) has higher SNR
and ISNR values than algorithms (1.5) and (1.6) of Cholamjiak et al. [24] and the
FISTA (4.52), meaning, the quality of the restored images via our proposed algo-
rithm (3.29) is better than that of algorithms (1.5), (1.6) and (4.52).

• For the compressed sensing problem, we observed that even as we vary the num-
ber of spikes (the number of nonzero entries) the relaxed version of our proposed
method, algorithm (3.29) requires less number of iterations to restore the signal
compared to algorithms (1.5), (1.6) and (4.52).

Conclusion. This paper presents a modified relaxed and relaxed inertial versions of
Tseng’s algorithm which approximate solutions of the inclusion problem (1.8). Strong con-
vergence theorems and some interesting applications of the theorems to J-fixed points,



Dedicated to the memory of late Prof. C.E. Chidume “forever missed” 23

image restoration and compressed sensing problems are presented. Finally, some inter-
esting numerical simulations of our proposed method are presented and from the experi-
ments, our proposed methods appear to competitive and promising.
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