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ABSTRACT. The purpose of this article is to investigate a projection algorithm for solving a fixed point prob-
lem of a closed multi-valued Bregman quasi-strict pseudocontraction and an equilibrium problem of a bifunc-
tion. Strong convergence of the projection algorithm is obtained without any compact assumption in a reflexive
Banach space. As applications, monotone variational inequality problems are considered. Finally, a numerical
simulation example is presented for demonstrating the feasibility and convergence of the algorithm proposed
in main result.

1. INTRODUCTION

Let E be a Banach space and C be a nonempty closed convex subset of E. N(C) and
CB(C) stand for the family of nonempty subsets and nonempty closed bounded subsets
of C, respectively. Let H(·, ·) be the Hausdorff metric on CB(C) defined as H(A,B) =
max{supy∈B d(y,A), supx∈A d(x,B)},∀A,B ∈ CB(C), where d(a,B) = inf{∥a − b∥ : b ∈
B} is the distance from point a to subset B. Let T : C → CB(C) be a multi-valued
mapping. F (T ) := {p ∈ C : p = T (p)} represents the fixed point set of T .

Lots of problems can be studied via fixed point techniques of multi-valued mappings,
such as optimal control, signal processing, image reconstruction, which makes construc-
tion of iterative algorithms for approximating fixed points of multi-valued mappings be-
come one of the main concerns of fixed point theory [5, 6, 7, 8, 10]. On the other hand, the
”so-called” equilibrium problem with respect to a bifunction g : C×C → R is described as
follows: find x̃ such that g(x̃, y) ≥ 0, for all y ∈ C. The set of solutions of the equilibrium
problem is denoted as EP (g). To solve the equilibrium problem, the following assump-
tions hold: (A1) g(x, x) = 0 for all x ∈ C; (A2) g is monotone, i.e., g(x, y) + g(y, x) ≤ 0 for
all x, y ∈ C; (A3) for all x, y, z ∈ C, lim supt↓0 g(tz + (1 − t)x, y) ≤ g(x, y); (A4) for all
x ∈ C, g(x, ·) is convex and lower semi-continuous.

In this paper, our main goal is to address the convergence of iterative algorithms for ap-
proximating a common element in the fixed points set of a multi-valued Bregman quasi-
strict pseudo-contraction and the solutions set of an equilibrium problem in a reflexive
Banach space. The results presented in this paper improve some corresponding results
announced in [9, 14, 15, 16].

2. PRELIMINARIES

In this section, we collect some preliminaries which are used in the following section.
Unless mentioned otherwise, all throughout the paper, E is a real reflexive Banach space
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with the norm ∥ · ∥ and E∗ is the dual space of E, C is a nonempty, closed, and convex
subset of E. f : E → (−∞,+∞] is a proper, convex and lower semi-continuous function.
Denote the domain of f by domf , i.e., domf := {x ∈ E : f(x) < +∞}. N and R are
denoted as the sets of positive integers and real numbers, respectively. Let any x ∈ int
domf and y ∈ E, the right-hand derivative of f at x in the direction of y is defined by

f◦(x, y) = lim
t→0+

f(x+ ty)− f(x)

t
.

Definition 2.1. The function f is said to be: (i) Gâteaux differentiable at x if the limit
f◦(x, y) exists for any y; (ii) Gâteaux differentiable if it is Gâteaux differentiable for any
x ∈ int domf ; (iii) Fréchet differentiable at x if the limit f◦(x, y) is attained uniformly in
∥y∥ = 1; (iv) uniformly Fréchet differentiable on a subset C of E if the limit f◦(x, y) is
attained uniformly for x ∈ C and ∥y∥ = 1.

Remark 2.1. (i) If f is Gâteaux differentiable at x, then f◦(x, y) coincides with ▽f(x), the
value of the gradient ▽f of f at x; (ii) if a continuous convex function f → R is Gâteaux
differentiable, ∇f is norm-to-weak∗ continuous; (iii) if f is Fréchet differentiable, ∇f is
norm-to-norm continuous.

Let x ∈ int domf , the subdifferential of f at x is the convex set defined by ∂f(x) =
{x∗ ∈ E∗ : f(x) + ⟨x∗, y − x⟩ ≤ f(y),∀ y ∈ E}. The Fenchel conjugate of f is the function
f∗ : E∗ → (−∞,+∞] defined by f∗(x∗) = sup{⟨x∗, x⟩ − f(x) : x ∈ E}, where x∗ ∈ E∗.

Definition 2.2. The function f is called: (i) essentially smooth if ∂f is both locally bounded
and single-valued on its domain; (ii) essentially strictly convex if (∂f)−1 is locally bounded
on its domain and f is strictly convex on every convex subset of dom∂f ; (iii) Legendre, if
it is both essentially smooth and essentially strictly convex.

Remark 2.2. Let E be a reflexive Banach space, the following conclusions hold: (i) f is
essentially smooth if and only if f∗ is essentially strictly convex; (ii)(∂f)−1 = ∂f∗; (iii) f is
Legendre if and only if f∗ is Legendre; (iv)if f is Legendre, then ∇f is bijection satisfying
∇f = (∇f∗)−1, ran∇f=dom∇f∗=int domf∗ and ran∇f∗=dom∇f=int domf , see [1].

Definition 2.3. Let f : E → (−∞,+∞] be a Gâteaux differentiable function. The Bregman
distance with respect to f [4] is the function Df : domf×int domf → [0,+∞) defined by

Df (y, x) := f(y)− ⟨▽f(x), y − x⟩ − f(x).

Recall that the bifunction Vf : E × E∗ → [0,∞) associated with f is defined by
Vf (x, x

∗) = f(x)−⟨x, x∗⟩+f∗(x∗),∀ x ∈ E, x∗ ∈ E∗. Then Vf is nonnegative and satisfies
Vf (x, x

∗) = Df (x,∇f∗(x∗)), ∀x ∈ E, x∗ ∈ E∗. Although Df (·, ·) does not normally satisfy
the symmetry and the triangle inequality, it has the following important property, called
”three point identity”: for any x ∈ domf and y, z ∈ int domf, ⟨▽f(z) − ▽f(y), x − y⟩ =
Df (x, y) +Df (y, z)−Df (x, z).

Definition 2.4. If f : E → (−∞,+∞] is convex and Gâteaux differentiable, C ⊂ domf is
a nonempty, closed, and convex set. The Bregman projection [11] x ∈ int domf onto C is
the unique vector P f

C(x) ∈ C satisfying Df (P
f
C(x), x) = inf{Df (y, x) : y ∈ C}.

In fact, the Bregman projection P f
C(x), which is more general than the generalized pro-

jection ΠC(x) defined by ΠC(x) = argminy∈C ϕ(y, x) from E onto C, reduces to the gen-
eralized projection by taking f(x) = ∥x∥2 for all x ∈ E.

Let f : E → (−∞,+∞] be Gâteaux differentiable. The modulus of total convexity
of f at x ∈ domf is the function νf (x, ·) : [0,+∞) → [0,+∞] defined by νf (x, t) :=
inf{Df (y, x) : y ∈ dom f, ∥y − x∥ = t}. The modulus of total convexity of the function
f on the set B is the function νf : int domf × [0,+∞) → [0,+∞] defined by νf (B, t) :=
inf{νf (x, t) : x ∈ B ∩ dom f}.
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Definition 2.5. A function f is said to be: (i) totally convex at x if νf (x, t) > 0, whenever
t > 0; (ii) totally convex if it is totally convex at any point x ∈ int domf ; (iii) totally convex
on bounded sets if νf (B, t) > 0 for any nonempty bounded subset B of E and t > 0.

Definition 2.6. A function f is said to be: (i) strongly coercive if lim∥x∥→∞ f(x)/∥x∥ = ∞;
(ii) sequentially consistent [3], if for any two sequences {xn} and {yn} in E such that the
first one is bounded, limn→∞ Df (yn, xn) = 0 ⇒ limn→∞ ∥yn − xn∥ = 0.

Definition 2.7. A multi-valued mapping T : C → CB(C) is said to be multi-valued
Bregman quasi-strictly pseudo-contractive with respect to f if F (T ) ̸= ∅ and

Df (p, u) ≤ Df (p, x) + kDf (x, u),∀u ∈ Tx, x ∈ C, p ∈ F (T ).

In the following, we list some lemmas which are important in our proof.

Lemma 2.1. [3] Suppose that f is Gâteaux differentiable and totally convex on int domf . For a
nonempty, closed and convex set C ⊂ int domf , x ∈ int domf and x̂ ∈ C, then the following
conditions are equivalent: (i) the vector x̂ is the Bregman projection of x onto C with respect to f ,
i.e., z = P f

C(x); (ii) the vector x̂ is the unique solution for ⟨▽f(x)−▽f(z), z−y⟩ ≥ 0, ∀ y ∈ C;
(iii) The vector x̂ is the unique solution for Df (y, z) +Df (z, x) ≤ Df (y, x), ∀ y ∈ C.

Lemma 2.2. [1] Suppose x ∈ E and y ∈ int domf. If f is essentially strictly convex, then
Df (x, y) = 0 ⇔ x = y.

Lemma 2.3. [2] The function f is totally convex on bounded sets if and only if the function f is
sequentially consistent.

Lemma 2.4. [12] Suppose that f : E → R is Gâteaux differentiable and totally convex. If x0 ∈ E
and the sequence {Df (xn, x0)} is bounded, the sequence {xn} is bounded too.

Lemma 2.5. [11] Suppose that the convex function f : E → R is bounded on bounded subsets of
E. Then the following assertions are equivalent: (a) f is strongly coercive and uniformly convex
on bounded subsets of E; (b) f∗ is Fréchet differentiable and ∇f∗ is uniformly norm-to-norm
continuous on bounded subsets of domf∗=E∗.

Lemma 2.6. [13] Suppose that the convex, continuous and strongly coercive function f : E → R
is bounded on bounded subsets and uniformly convex on bounded subsets of E, g : C ×C → R is
a bifunction satisfying (A1)-(A4), Resgr : E → C is the resolvent operator defined by Resgr(x) ={
z ∈ C : g(z, y) +

1

r
⟨y − z,∇f(z)−∇f(x)⟩ ≥ 0,∀ y ∈ C

}
, where r > 0, x ∈ E. Then the

following statements hold: (a) Resgr is single-valued; (b) F (Resgr) = EP (g); (c) EP (g) is closed
and convex; (d) Df (p,Resgrx) +Df (Resgrx, x) ≤ Df (p, x), ∀ p ∈ EP (g), ∀ x ∈ E.

3. MAIN RESULTS

In this section, we state and prove our main theorem.

Theorem 3.1. Suppose that f : E → R is a strongly coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of E, g is a bifunction from
C ×C to R satisfying (A1)–(A4), T : C → CB(C) is a closed mapping defined as Definition 2.7
such that F (T ) ∩ EP (g) ̸= ∅. For an arbitrary element x0 ∈ C, let C0 = C and {xn}n∈N be a
sequence generated by the following iterative algorithm:

(3.1)


yn = ∇f∗[αn∇f(xn) + (1− αn)∇f(zn)], zn ∈ Txn,

g(un, y) +
1
rn
⟨y − un,∇f(un)−∇f(yn)⟩ ≥ 0, ∀ y ∈ C,

xn+1 = P f
Cn+1

(x0), n ∈ N ∪ {0},
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where Cn+1 =

{
z ∈ Cn : Df (z, un) ≤ Df (z, yn) ≤ Df (z, xn) +

κ

1− κ
⟨xn − z,∇f(xn) −

∇f(zn)⟩
}
, κ ∈ [0, 1), lim infn→∞ rn > 0. Then the sequence {xn} converges strongly to p̂ =

P f
F (T )∩EP (g)(x0), where P f

F (T )∩EP (g) is the Bregman projection of E onto F (T ) ∩ EP (g).

Proof. Due to the construction of Cn, one sees that Cn is closed for all n ∈ N ∪ {0}. Since

Df (z, un) ≤ Df (z, yn) and Df (z, yn) ≤ Df (z, xn) +
k

1− k
⟨xn − z,∇f(xn) − ∇f(zn)⟩

are equal to ⟨z,∇f(yn) − ∇f(un)⟩ ≤ f(un) − f(yn) + ⟨yn,∇f(yn)⟩ − ⟨un,∇f(un)⟩, and〈
z, 1

1−k∇f(xn) − ∇f(yn) −
k

1− k
∇f(zn)

〉
≤ f(yn) − f(xn) +

〈
xn,

1

1− k
∇f(xn)

〉
−〈

xn,
k

1− k
∇f(zn)

〉
− ⟨yn,∇f(yn)⟩ respectively, thus Cn is convex and closed for n ∈ N ∪ {0}.

Next, we show that F (T )∩EP (g) ⊂ Cn for all n ∈ N∪{0}. It is clear that F (T )∩EP (g) ⊂
C0 = C. Suppose that F (T )∩EP (g) ⊂ Cm for some m ∈ N. For any w ∈ F (T )∩EP (g) ⊂
Cm, since um = Resgrm ym, one has from Lemma 2.6 (d) that

Df (w, um) ≤ Df (w, ym) ≤ αmV (w,∇f(xm)) + (1− αm)V (w,∇f(zm))

= αmDf (w, xm) + (1− αm)Df (w, zm)

≤ αmDf (w, xm) + (1− αm)[Df (w, xm) + kDf (xm, zm)]

≤ Df (w, xm) +
k

1− k
⟨xm − w,∇f(xm)−∇f(zm)⟩.

This implies that w ∈ Cm+1. Therefore, one has F (T ) ∩ EP (g) ⊂ Cn for all n ∈ N ∪ {0}.
Now, we are in a position to show that limn→∞ Df (xn, x0) exists. In fact, since xn =

P f
Cn

(x0), from Lemma 2.1 (ii), one has ⟨y − xn,∇f(x0) − ∇f(xn)⟩ ≤ 0, ∀ y ∈ Cn, and
since F (T ) ∩ EP (g) ⊂ Cn for all n ∈ N ∪ {0}, we arrive at

(3.2) ⟨w − xn,∇f(x0)−∇f(xn)⟩ ≤ 0, ∀ w ∈ F (T ) ∩ EP (g).

From Lemma 2.1 (iii), one has Df (xn, x0) = Df (P
f
Cn

(x0), x0) ≤ Df (w, x0)−Df (w,P
f
Cn

(x0))
≤ Df (w, x0), for each w ∈ F (T )∩EP (g) and for each n ∈ N∪{0}. Therefore, {Df (xn, x0)}
is bounded. From Lemma 2.4, one has {xn} is also bounded. Since xn = P f

Cn
(x0) and

xn+1 = P f
Cn+1

(x0) ∈ Cn+1 ⊂ Cn, one has Df (xn, x0) ≤ Df (xn+1, x0) for all n ∈ N ∪ {0}.
This implies that {Df (xn, x0)} is a nondecreasing sequence. Therefore limn→∞ Df (xn, x0)
exists. Since {xn} is bounded and E is reflexive, there exists a subsequence {xni

} ⊂ {xn}
such that xni ⇀ p̂ ∈ C = C1. Since Cn is closed and convex and Cn+1 ⊂ Cn, this im-
plies that Cn is weakly closed and p̂ ∈ Cn for all n ∈ N ∪ {0}. Hence p̂ ∈ Cni for all
ni ∈ N ∪ {0}. In view of xni

= P f
Cni

(x0), one has from the definition of Bregman projec-
tion that Df (xni

, x0) ≤ Df (p̂, x0), ∀ ni ∈ N ∪ {0}. Since f is a lower semi-continuous
function on convex set C, it is weakly lower semi-continuous on C. Hence we have

lim inf
i→∞

Df (xni , x0) = lim inf
i→∞

{f(xni)− f(x0)− ⟨∇f(x0), xni − x0⟩}

≥ f(p̂)− f(x0)− ⟨∇f(x0), p̂− x0⟩ = Df (p̂, x0).

Thus, one has Df (p̂, x0) ≤ lim infi→∞ Df (xni
, x0) ≤ lim supi→∞ Df (xni

, x0) ≤ Df (p̂, x0),
which implies that limi→∞ Df (xni

, x0) = Df (p̂, x0). Employing 2.1 (iii), one obtains that
Df (p̂, xni) ≤ Df (p̂, x0) − Df (xni , x0). When ni → ∞ in the above inequality, one ob-
tains limni→∞ Df (p̂, xni) = 0, which implies from Lemma 2.2 that limni→∞ xni = p̂.
Besides, noticing that {Df (xn, x0)} is convergent, hence, one gets limn→∞ Df (xn, x0) =
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Df (p̂, x0). And since xn = P f
Cn

x0, from Lemma 2.1 (iii), one has Df (p̂, xn) ≤ Df (p̂, x0) −
Df (xn, x0). Similarly, one also obtains limni→∞ xn = p̂. Since xn+1 ∈ Cn+1, from the

construction of Cn+1, one has Df (xn+1, un) ≤ Df (xn+1, yn) ≤ Df (xn+1, xn)+
k

1− k
⟨xn−

xn+1,∇f(xn)−∇f(zn)⟩. Noticing that limni→∞ xn = p̂, one has limn→∞ Df (xn+1, yn) = 0,
and
limn→∞ Df (xn+1, un) = 0. In view of Lemma 2.3 and Definition 2.6, one has
limn→∞ ∥xn+1−yn∥ = 0 and limn→∞ ∥xn+1−un∥ = 0, furthermore, limn→∞ ∥xn−yn∥ = 0
and limn→∞ ∥xn − un∥ = 0. Since ∇f is uniformly continuous on each bounded subset of
E, one has limn→∞ ∥∇f(xn)−∇f(yn)∥ = 0. Due to yn = ∇f∗[αn∇f(xn)+(1−αn)∇f(zn)],

one has limn→∞ ∥∇f(xn) − ∇f(zn)∥ = limn→∞
1

1− αn
∥∇f(xn) − ∇f(yn)∥ = 0. From

Lemma 2.5, one has limn→∞ ∥xn − zn∥ = 0. Therefore limn→∞ zn = limn→∞ xn = p̂. In
view of zn ∈ Txn, and from the closedness of T , it follows p̂ ∈ T p̂, that is, p̂ ∈ F (T ).

Next, we prove p̂ ∈ EP (g). Obviously, limn→∞ ∥un−yn∥ = 0. Hence limn→∞ ∥∇f(un)−
∇f(yn)∥ = 0. By the assumption lim infn→∞ rn > 0, one has limn→∞

∥∇f(un)−∇f(yn)∥
rn

= 0,

which together with un = T g
rnyn implies that g(un, y) +

1
rn
⟨y − un,∇f(un) − ∇f(yn)⟩ ≥

0,∀ y ∈ C. From (A2), we deduce that ∥y − un∥∥∇f(un)−∇f(yn)∥
rn

≥ 1
rn
⟨y − un,∇f(un) −

∇f(yn)⟩ ≥ −g(un, y) ≥ g(y, un),∀y ∈ C. Letting n → ∞ in the above inequality, one
has from (A4) that g(y, p̂) ≤ 0, ∀y ∈ C. For t ∈ (0, 1) and y ∈ C, let yt = ty + (1 − t)p̂.
Then yt ∈ C, which yields that g(yt, p̂) ≤ 0. Therefore, from (A1) and (A4) one has
0 = g(yt, yt) ≤ tg(yt, y) + (1 − t)g(yt, p) ≤ tg(yt, y). Dividing by t, one has g(yt, y) ≥ 0,
∀y ∈ C. Letting t ↓ 0, from (A3), one has g(p̂, y) ≥ 0, ∀y ∈ C. Hence p̂ ∈ EP (g).

Finally, we take n → ∞ in (3.2) and obtain that ⟨w − p̂,∇f(x0) − ∇f(p̂)⟩ ≤ 0,∀ w ∈
F (T ) ∩ EP (g). In view of Lemma 2.10 (i) and (ii), one has p̂ = P f

F (T )∩EP (g)(x0). □

4. APPLICATIONS AND EXAMPLES

Let A : C ⊆ E → E∗ be a nonlinear mapping. The variational inequality problem for a
nonlinear mapping A and its domain C is to find x̄ ∈ C such that ⟨Ax̄, y− x̄⟩ ≥ 0, ∀ y ∈ C.
The set of solutions of the variational inequality problem is denoted by V I(C,A). Recall
that a mapping A : C → E∗ is called monotone if ⟨Ax−Ay, x− y⟩ ≥ 0, ∀ x, y ∈ C.

Assume that A is a continuous and monotone mapping. For r > 0, define the resolvent
operator Resfr : E → C as follows: for all x ∈ E, ResAr := {z ∈ C : ⟨Az, y− z⟩+ 1

r ⟨∇f(z)−
∇f(x), y − z⟩ ≥ 0,∀y ∈ C}. Similar to Lemma 2.15, the following conclusions hold:
(1) ResAr is single-valued; (2) F (ResAr ) = V I(C,A); (3) Df (p,Res

A
r x) + Df (Res

A
r x, x) ≤

Df (p, x), for p ∈ F (ResAr ); (4) V I(C,A) is closed and convex.

Theorem 4.2. Suppose that f and g are defined as Theorem 3.1, A : C → E∗ is a continuous
monotone mapping such that V I(C,A) ∩ EP (g) ̸= ∅. Reset Txn = ResAr xn in the algorithm
(3.1), let {xn}n∈N be a sequence generated by the algorithm (3.1). Then the sequence {xn} con-
verges strongly to p̂ = P f

V I(C,A)∩EP (g)(x0), where P f
V I(C,A)∩EP (g) is the Bregman projection of

E onto V I(C,A) ∩ EP (g).

Finally, a numerical experiment will be carried out to demonstrate the efficiency of the
algorithm (3.1). Based on Example 5.1 of Wang and Wei [16] and Example 1 of Saewan,
Cho, Kumam [13], the following example could be obtained easily.

Example 4.1. Let E = R, C = [−π, π], f(x) = x2, Tx = sin

(
1

2
x

)
, g(z, y) = y2 + zy − 2z2.

Then T is a closed Bregman quasi-strict pseudo-contraction with EP (g)
⋂
F (T ) = {0}.
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Based on the assumption of Example 4.1, replace Txn and g(un, y) by Txn = sin

(
1

2
xn

)
,

g(un, y) = y2 + uny − 2u2
n in the algorithm (3.1). For the initial conditions x0 = −0.8, 1,

rn ≡ 1, αn =
1

n
, the picture (a) in Fig.1 shows that the sequence {xn} converge to the

same value for the different initial points. For the initial conditions rn = 10−4, 1, n2,

x0 = 1, αn =
1

n
, the picture (b) in Fig.1 shows that the different values of parameter se-

quence {rn} do not significantly influence on the rates of convergence. Therefore, in a real
world application, the parameter sequence {rn} of algorithm (3.1) can be regarded as the
constant 1.

(a) (b)

Fig. 1. the convergence process of the sequence {xn} with different initial conditions.

5. CONCLUSIONS

In the paper, we have investigated a fixed point problem of a closed multi-valued Breg-
man quasi-strict pseudocontraction and an equilibrium problem via hybrid Bregman pro-
jection methods, and obtained a strong convergence result. Furthermore, a kind of varia-
tional inequality problem has been solved as an application and a numerical example has
been given to illustrate the effectiveness of the proposed algorithm.
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