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Approximating G-variational inequality problem by
G-subgradient extragradient method in Hilbert space
endowed with graphs

AUTCHA ARAVEEPORN1 , ARAYA KHEAWBORISUT2 and ATID KANGTUNYAKARN2

ABSTRACT. In this article, we introduce G-subgradient extragradient method for solving the G- variational
inequality problem in Hilbert space endowed with a direct graph. Utilizing our mathematical tools, weak and
strong convergence theorem are established for the proposed algorithm. In addition, we provide numerical
experiments to illustrate the convergence behavior of our proposed algorithm.

1. INTRODUCTION

Let H be a real Hilbert space and D be a nonempty closed convex subset of a real
Hilbert space H . The set of fixed points is denoted by F (T ) = {x ∈ C : Tx = x}, where
T : D → D is a mapping. The following symbols will be used throughout this research:

i) G = (Eed(G), V er(G)) is a directed graph where V er(G) is vertices set and Eed(G) is
set of its edges with {(x, x) : x ∈ V er(G)} ⊆ Eed(G)

ii) Eed
(
G−1

)
= {(y, x) : (x, y) ∈ Eed(G)}.

The variational inequality problem (VIP) is to find a point z∗ ∈ D such that

⟨y − z∗, Bz∗⟩ ⩾ 0,

for all y ∈ D, where B : D → H is a mapping. The Variational inequality problems can
be used to solve problems in engineering, economics, and physics; see more details in
[2, 5, 9, 11].

The most famous technique for solving the problem (VIP) is the extragradient method
suggested by Korpelevich [7]. This process must enumerate two projections onto the fea-
sible set D in each iteration. If the set D is a half-space or a closed ball, effectiveness is
completed in the result of the projection onto D. In the recent years, the extragradient
method has approved meaningful awareness by numerous authors, who developed it in
different ways, see, e.g. [2, 3, 5] and the several citations therein.

In [1], Censor et al. introduced a new extragradient method as follows:

(1.1)


wn = PD(I − λB)vn

Tn = {w ∈ D : ⟨(I − λB)vn − wn, wn − w⟩ ⩾ 0}
vn+1 = PTn (vn − λBwn) ,

for all n ∈ N and λ > 0. They proved that {vn} generated by (1.1) converges weakly
to a solution of VIP. In this technique they have renovated the second projection in Kor-
pelevich ’s extragradient method with a projection onto a half-space, which is estimated
explicitly. Such method is called subgradient extragradient.
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Jachymski [4] was the first to analyze the fixed point problem in metric space endowed
with graph and introduce the crucial conclusion in this space by integrating fixed point
properties and graph theory, see more detail in [4].

Let D = V er(G) and the mapping T : D → D is called G-nonexpansive if the following
conditions hold:

1) T is edge-preserving i.e., for each x, y∈ D such that (x, y) ∈ Eed(G)⇒ (Tx,Ty) ∈
Eed(G),

2) ∥Tx− Ty∥ ⩽ ∥x− y∥, whenever (x, y) ∈ Eed(G) for all x, y ∈ D.
Tiammee et al. were the first to prove the strong convergence theorem of a sequence

generated by Halpern iteration for approximating fixed point problem of G-nonexpansive
mapping in Hilbert space endowed with a directed graph. See more detail [10].

Using concepts related to the variational inequality problem and graph theory, Kang-
tunyakarn [6] introduced the G-variational inequality problem, which is to find a point
x∗ ∈ D such that

⟨y − x∗, Bx∗⟩ ⩾ 0,

for all y ∈ D with (x∗, y) ∈ Eed(G) and B : D → H is a mapping, where D = V er(G).
The set of all solution of such problem denoted by G − V ar(D,B). He proved strong
convergence theorem to solve G-variational inequality problem.

By combining the concepts of subgradient extragadient method and graph theory in
this research, we introduce G-subgradient extragadient method for approximating the
solution of G-variational inequality problem. To use such a method, we introduce G-Half
space by

TG = {w ∈ D : ⟨(I − λB)x− y, y − w⟩ ⩾ 0},
where λ > 0, B : D → H is a mapping and y = PD(I − λB)x for all x ∈ H with
(w, x) ∈ Eed(G).

Example 1.1. Let H = R2 and D = [−100, 100] × [−100, 100] and metric projection PD :
H → D define by

PD (z1, z2) = (max {min {z1, 100} ,−100} ,max {min {z2, 100} ,−100}) ,
for all z = (z1, z2) ∈ H .
Let B : D → H define by Bx =

(
v1
3 , v2

3

)
for all x = (v1, v2) ∈ D and V er(G) = D,

Eed(G) = {(u, v) : u = (u1, u2) ∈ [0, 100]× [0, 100] and v = (v1, v2) ∈ (300,∞)× (300,∞)}.
Putting λ = 2. From definitions of PD and B, we have PD(1− λB)x = PD

(
v1
3 , v2

3

)
for all

x = (v1, v2) ∈ H.
Let (w, x) ∈ Eed(G), where w = (w1, w2) , x = (v1, v2) . From definition of PD, we have
PD(I − λB)x = (100, 100) and TG = [0, 100]× [0, 100].

In this paper, motivated by the research [7, 1] and [6], we introduce a G-subgradient
extragradient method for solving the G-variational inequality problem in Hilbert space
endowed with a direct graph. Then we establish weak and strong convergence theorems
under some proper conditions. Furthermore, we also give some examples to support our
main result.

2. PRELIMINARIES

This section collects well known definitions and lemmas as an essential tool for prov-
ing our main theorems.

Let D be a nonempty closed convex subset of a real Hilbert space H . We denote
strong convergence and weak convergence by notations → and ⇀, respectively. For every
x ∈ H , there exists a unique nearest point PDx ∈ D such that

||x− PDx|| ≤ ||x− y||, ∀y ∈ D.
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PD is called metric projection of H onto D.
For each x ∈ H and y ∈ D. It follows that

||x− y||2 ≥ ||x− PDx||2 + ||y − PDx||2.(2.2)

Lemma 2.1. Let PD be the metric projection from H onto D. Then
i) PD is a nonexpansive mapping, i.e.

∥PDx− PDy∥ ⩽ ∥x− y∥, ∀ x, y ∈ H.

ii) y = PDx ⇔ ⟨x− y, y − z⟩ ⩾ 0 ∀x ∈ D

Definition 2.1. [8] A subset X of V er(G) is called a dominating set if for every v belong
to V er(G) − X there exists a point x belong to X such that (x, v) belong to Eed(G) and
we said that x dominates v or v is dominated by x. A subset Z of V er(G) is dominated by v∈
V er(G) if (v, z)∈Eed(G),∀z∈ Z and we said that X dominates v if (x, v)∈Eed(G),∀x∈X .

Definition 2.2. [8] A graph G is called transitive if for every x, y ∈ V er(G) with(x, y), (y, z)
∈ Eed(G), then (x, z) ∈ Eed(G).

Property G [6] Vertices set V er(G) = D is said to have Property G if every sequence
{an} in D converging weakly to x ∈ D, there is a subsequence {ank

} of {an} such that
(ank

, x) ∈ Eed(G) ∀ k ∈ N.

Definition 2.3. [6]Let V er(G) = D. The mapping B : D → H is called G-α-inverse strongly
monotone(G-α-ism) if there is α > 0 such that

⟨Bx−By, x− y⟩ ⩾ α ∥Bx−By∥2

∀x, y ∈ D with (x, y) ∈ Eed(G).

The difference between G-α-ism and α-inverse strongly monotone is found in the refer-
ence [6].

Lemma 2.2. [6] Let Eed(G) be a convex and V er(G) = D. Let G = (V er(G), Eed(G)) be a
direct graph and G be transitive with Eed(G) = Eed

(
G−1

)
. Let B : D → H is G-α-ism operator

with B−1(0) ̸= ∅. Then G− V ar(D,B) = B−1(0) = F (PD(I − λB)), for all λ > 0.

Lemma 2.3. [6] Let Eed(G) be a convex and V er(G) = D. Let G = (V er(G), Eed(G))
be a direct graph and let B : D → H is G-α-ism operator. For every ∀ λ ∈ (0, 2α), if
F (PD(I − λB))× F (PD(I − λB)) ⊆ Eed(G), then F (PD(I − λB)) is closed and convex.

Lemma 2.4. [9] Let {an} and {bn} be subset of [0,∞) satisfying

an+1 ⩽ an + bn,

for all n ∈ N.

i) if
∞∑

n=1

bn < ∞, then lim
n→∞

an exists

ii) if
∞∑

n=1

bn < ∞ and there exist a subsequence of {an} converging to zero, then lim
n→∞

an = 0.

Lemma 2.5. [9] Let {vn} be a sequence in H . Suppose that, for all u ∈ D,

∥vn+1 − u∥ ⩽ ∥vn − u∥+ bn,

for all n ∈ N and
∑∞

n=1 bn < ∞. Then {PDvn} converges strongly to some z ∈ D.
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Lemma 2.6. [11] Each Hilbert space H satisfies Opial’s condition, i.e., for any sequence {xn}
with xn ⇀ x, the inequality

lim inf
n→∞

||xn − x|| < lim inf
n→∞

||xn − y||

holds for every y ∈ H with x ̸= y.

3. MAIN RESULTS

Theorem 3.1. Let G,V er(G), Eed(G), B as in Lemma 2.2. Assume that G − V ar(D,B) ̸= ∅
with G − V ar(D,B) × G − V ar(D,B) ⊆ Eed(G). Let {vn} be a sequence defined by v0 ∈ D
and 

wn = PD(I − λB)vn

Tn
G = {w ∈ D : ⟨(I − λB)vn − wn, wn − w⟩ ⩾ 0}

vn+1 = PTn
G
(vn − λBwn) ,

for all n ∈ N where λ ∈ (0, α) and Tn
G is G- Half space. Then sequence {vn} converges weakly

to an element x̄ ∈ G− V ar(D,B) and the sequence
{
PG−V ar(D,B)vn

}
converges strongly to x̄,

where G− V ar(D,B) dominates vn, {vn} dominates v0 and {wn} is dominated by v0.

Proof. Let v∗ ∈ G−V ar(D,B). Since G−V ar(D,B) dominates by vn, we have (vn,, v
∗) ∈

Eed(G) for all n ∈ N. From Lemma 2.2, we have v∗ = PD(I − λB)v∗.
Utilizing Definition 2.3, we have

∥wn − v∗∥2 ≤ ∥vn − v∗∥2 − 2λ ⟨Bvn −Bv∗, vn − ν∗⟩+ λ2 ∥Bvn −Bv∗∥2

≤ ∥vn − ν⋆∥2 − 2λα ∥Bvn −Bv∗∥2 + λ2 ∥Bvn −Bv∗∥2

= ∥vn − v∗∥2 − λ(2α− λ) ∥Bvn −Bv∗∥2

≤ ∥vn − v∗∥2 .

Due to {vn} dominates v0 and {wn} is dominated by v0, we have (vn, v0) , (v0, wn) ∈
Eed(G).
Exploiting of G is transitive, we get (vn, wn) ∈ Eed(G) .
From the assumption that Eed(G) = Eed

(
G−1

)
, we deduce that (wn, vn) ∈ Eed(G).

From (wn, vn) , (vn,, v
∗) ∈ Eed(G) and the assumption that G is transitive, we get (wn, v

∗) ∈
Eed(G).
From iteration of sequence {vn}, we have

∥vn+1 − v∗∥2 ⩽ ∥vn − λBwn − v∗∥2 −
∥∥vn − λBwn − PTn

G
(vn − λBwn)

∥∥2
= ∥vn − v∗∥2 − 2λ ⟨Bwn, vn − v∗⟩+ ∥λBwn∥2

−
∥∥vn − PTn

G
(vn − λBwn)

∥∥2 + 2λ
〈
Bwn, vn − PTn

G
(vn − λBwn)

〉
− ∥λBwn∥2

= ∥vn − v∗∥2 − 2λ ⟨Bwn, PTG
(vn − λBwn)− v∗⟩

−
∥∥vn − PTn

G
(vn − λBwn)

∥∥2
(3.3)

From (wn, v
∗) ∈ Eed(G) and monotonicity of B, we have

0 ⩽ ⟨Bwn −Bv∗, wn − v∗⟩
= ⟨Bwn, wn − v∗⟩ − ⟨Bv∗, wn − v∗⟩
⩽ ⟨Bwn, wn − v∗⟩
=

〈
Bwn, wn − PTn

G
(vn − λBwn)

〉
+
〈
Bwn, PTn

G
(vn − λBwn)− v∗

〉
.
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It implies that

−2λ
〈
Bwn, PTn

G
(vn − λBwn)− v∗

〉
⩽ 2λ

〈
Bwn, wn − PTn

G
(vn − λBwn)

〉
(3.4)

From (3.3) and (3.4), we have

∥vn+1 − v∗∥2 ≤ ∥vn − v∗∥2 − 2λ
〈
Bwn, PTn

G
(vn − λBwn)− v∗

〉
−
∥∥vn − PTn

G
(vn − λBvn

)
∥∥2

≤ ∥vn − v∗∥2 + 2λ
〈
Bwn, wn − PTn

G
(vn − λBwn)

〉
−
∥∥vn − PTn

G
(vn − λBvn)

∥∥2
= ∥vn − v∗∥2 + 2λ

〈
Bwn, wn − PTn

G
(vn − λBwn)

〉
−∥vn − wn∥2 − 2

〈
vn − wn, wn − PTn

G
(vn − λBwn)

〉
−
∥∥wn − PTn

G
(vn − λBwn)

∥∥2
= ∥vn − v∗∥2 − ∥vn − wn∥2 −

∥∥wn − PTn
G
(vn − λBwn)

∥∥2
+2

〈
λBwn − vn + wn, wn − PTn

G
(vn − λBwn)

〉
= ∥vn − v∗∥2 − ∥vn − wn∥2 −

∥∥wn − PTn
G
(vn − λBwn)

∥∥2
+2

〈
(I − λB)vn − wn, PTn

G
(vn − λBwn)− wn

〉
+2λ

〈
Bvn −Bwn, PTn

G
(vn − λBwn)− wn

〉
≤ ∥vn − v∗∥2 − ∥vn − wn∥2 −

∥∥wn − PTn
G
(vn − λBwn)

∥∥2
+2λ

〈
Bvn −Bwn, PTn

G
(vn − λBwn)− wn

〉
≤ ∥vn − v∗∥2 − ∥vn − wn∥2 −

∥∥wn − PTn
G
(vn − λBwn)

∥∥2
+2

λ

α
∥Bvn −Bwn∥ · ∥PTn

G
(vn − λBwn)− wn∥

≤ ∥vn − v∗∥2 − ∥vn − wn∥2 −
∥∥wn − PTn

G
(vn − λBwn)

∥∥2
+
λ

α

(
∥vn − wn∥2 + ∥PTn

G
(vn − λBwn)− wn∥2

)
= ∥vn − v∗∥2 −

(
1− λ

α

)
∥vn − wn∥2

−
(
1− λ

α

)∥∥PTn
G
(vn − λBwn)− wn

∥∥2 .(3.5)

From Lemma 2.4, we have limn→∞ ∥vn − v∗∥2 exists for all v∗ ∈ G − V ar(D,B) and
{vn} is a bounded sequence.
From (3.5) and limn→∞ ∥vn − v∗∥2 exists, we have

lim
n→2

∥PD(I − λB)vn − vn∥ = lim
n→∞

∥vn − wn∥ = 0.

Since {vn} is a bounded sequence, there is a subsequence {vnk
} of {vn} converses weakly

to x̄.
Since D have a property G, we have (vnk

, x̄) ∈ Eed(G).
Assume that PD(I−λB)x̄ ̸= x̄. By opial property and using the same method as (3.3), we
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have

lim sup
k→∞

∥vnk
− x̄∥ < lim sup

k→∞
∥vnk

− PD(I − λB)x̄∥

≤ lim sup
k→∞

(∥vnk
− PD(I − λB)vnk

∥+ ∥PD(I − λB)vnk
− PD(I − λB)x̄∥)

≤ lim sup
k→∞

∥vnk
− x̄∥ .

Contradiction. So, we have PD(I − λB)x̄ = x̄.
Let y ∈ D with (x̄, y) ∈ D, then

⟨(I − λB)x̃− x̃, x̄− y⟩ ⩾ 0.

It follows that
⟨y − x̄, Bx̃⟩ ⩾ 0,

for all y ∈ D with (x̄, y) ∈ D. Then, we havex̄ ∈ G− V ar(D,B).
Therefore vnk

⇀ x̄ ∈ G− V ar(D,B) as k → ∞.
Since(vnk

, x̄) ∈ Eed(G) and using the same method as limn→∞ ∥vn − v∗∥ exists, we have
limk→∞ ∥vnk

− x̄∥ exists.
At the end of this theorem we demonstrate that {vn} converses weakly to x̄. Assume that
vnn

⇀ x̂ as k → ∞ and x̄ ̸= x̂. Thank to the Opial’s condition, we obtain

lim
n→∞

∥vn − x̄∥ = lim sup
k→∞

∥vnk
− x̄∥

< lim sup
k→∞

∥vnk
− x̂∥

< lim sup
k→∞

∥vnk
− x̄∥

= lim
n→∞

∥vn − x̄∥ .

Contradiction. So, we get x̄ = x̂. We can conclude that a sequence {vn} converges weakly
to x̄ ∈ G− V ar(D,B).
Due to (3.5) and exploiting of Lemma 2.5, we have

{
PG−V ar(D,B)vn

}
converges strongly

to z ∈ G− V ar(D,B).
From property of PG−V ar(D,B), we have〈

vn − PG−V ar(D,B)vn, PG−V ar(D,B)vn − x̄
〉
⩾ 0.

Take n → ∞, we have ∥z − x̄∥ = 0. So, we have z = x̄. Therefore we can conclude
that

{
PG−V ar(D,B)vn

}
converges strongly to x̄ ∈ G − V ar(D,B).This is ultimately the

prove. □

4. APPLICATION

To resolved a fixed point problem in Hilbert space endowed with a direct graph by
using G-subgradient extragradient method, we required the following lemma;

Lemma 4.7. [6] Let D be a nonempty closed convex subset of a real Hilbert space H and let
G = (V er(G), Eed(G)) be a directed graph with D = V er(G) having property G. Let Eed(G)
be a convex set with Eed(G) = Eed(G−1). Let T : D → D be G-nonexpansive mapping with
F (T ) ̸= ∅ and F (T )× F (T ) ⊆ Eed(G). Then
i) I − T is G− 1

2 - inverse strongly monotone,
ii) G− V ar(D, I − T ) = F (T ).

The following theorem is an immediate result of Theorem 3.1 and Lemma 4.7.
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Theorem 4.2. Let D be a nonempty closed convex subset of a real Hilbert space H and let G =
(V er(G), Eed(G)) be a directed graph with D = V er(G) having property G. Let Eed(G) be a
convex set and G be transitive with Eed(G) = Eed

(
G−1

)
and let T : D → D be G-nonexpansive

mapping with F (T ) ̸= ∅ and F (T )×F (T ) ⊆ Eed(G). Let {vn} be a sequence defined by v0 ∈ D
and 

wn = PD(I − λ(I − T )vn

Tn
G = {w ∈ D : ⟨(I − λ(I − T )vn − wn, wn − v⟩ ≥ 0}

vn+1 = PTn
G
(vn − λ(I − T )wn) ,

for all n ∈ N where λ ∈ (0, α) and Tn
G is G- Half space. Then sequence {vn} converses weakly to

an element v̄ ∈ F (T ) and the sequence
{
PF (T )vn

}
converges strongly to v̄, where F (T ) dominates

vn, {vn} dominates v0 and {wn} is dominated by v0.

Following that, we provide an example to support our main result.

Example 4.2. Let D = [−1, 1] and G = (D,Eed(G)) be a directed graph, where Eed(G) =

{(x, y) : x, y ∈ [0, 1]}. Let the mappings B : D → R define by Bx = x − x3

4 − 15
32 , and

S : D → R define by Sx = x3

4 + 15
32 , for all x ∈ D.

Suppose that the sequence {vn} is generated by v0 = 1 and

(4.6)


wn = PD(I − λB)vn

Tn
G = {w ∈ D : ⟨(I − λB)vn − wn, wn − w⟩ ≥ 0}

vn+1 = PTn
G
(vn − λBwn) ,

for all n ∈ N where λ ∈ (0, α) and Tn
G is G- Half space. Then sequence {vn} converses

weakly to an element of v̄ ∈ G−V ar(D,B) and the sequence
{
PG−V ar(D,B)vn

}
converges

strongly to v̄, where G − V ar(D,B) dominates vn, {vn} dominates v0 and {wn} is domi-
nated by v0.
Solution. It is obvious that 1

2 ∈ F (S), and Eed(G) = Eed(G−1).
First, we show that S is a G-nonexpansive mapping. Let x, y ∈ D with (x, y) ∈ Eed(G).
Then, we have x, y ∈ [0, 1]. Since x3, y3 , 5

8 ∈ [0, 1] and [0, 1] is a convex set, we have

Sx =
1

4
x3 +

3

4
(
5

8
) ∈ [0, 1]

and

Sy =
1

4
y3 +

3

4
(
5

8
) ∈ [0, 1].

From definition of S, we have

|Sx− Sy| = |(x
3

4
+

15

32
)− (

y3

4
+

15

32
)| = |x

3

4
− y3

4
|

=
1

4
|x2 + xy + y2||x− y| ≤ 1

4
(3)|x− y|

≤ |x− y|.

Then (Sx, Sy) ∈ Eed(G). Therefore S is a G-nonexpansive mapping.
Since Bx = (I − S)x, S is a G-nonexpansive mapping and Lemma 4.7, we have B is G- 12 -
inverse strongly monotone. It is obvious that G− V ar(D,B) = { 1

2}.
Putting λ = 1

4 . From convexity of [0, 1], we have

(I − 1

4
B)z =

3

4
z +

1

4
(
z3

4
+

15

32
) ∈ [0, 1],
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for all z ∈ [0, 1].
From definition of PD, it follows that

PD(I − 1

4
B)z ∈ [0, 1],(4.7)

for all z ∈ [0, 1].
Let (w, z) ∈ Eed(G). From definition of Tn

G and (4.7), we have Tn
G ⊆ [0, 1].

Since v0 ∈ [0, 1] and (4.7), we have

w0 = PD(I − 1

4
B)v0 ∈ [0, 1],(4.8)

From Tn
G ⊆ [0, 1], we have

v1 = PTn
G
(v0 −

1

4
Bw0) ∈ [0, 1],(4.9)

Continue the method of (4.8) and (4.9), we have wn, vn ∈ [0, 1] for all n ∈ N.
Since v0,

1
2 , vn and wn ∈ [0, 1], it follows that ( 12 , vn), (vn, v0) and (wn, v0) ∈ Eed(G).

We can conclude that G− V ar(D,B) dominates vn, {vn} dominates v0 and {wn} is domi-
nated by v0. All conditions of Example 4.2 satisfies Theorem 3.1, so we can conclude that
sequence {vn} converses weakly to an element of 1

2 ∈ G − V ar(D,B) and the sequence{
PG−V ar(D,B)vn

}
converges strongly to 1

2 .

n vn

1 1.0000000
2 0.9349873
3 0.8699746
4 0.8108711
...

...
19 0.5159698
20 0.5101756

TABLE 1. Detailed analysis of computational methods (4.6) for Example
4.1 with v0 = 1 , N = 20.

FIGURE 1. The convergence behavious of {vn} with v0 = 1 and N = 20.



Approximating G-variational inequality problem by G-subgradient extragradient method in Hilbert space ... 367

Example 4.3. Let D = [−5, 5] and G = (D × D,Eed(G)) be a directed graph, where
Eed(G) = {(x, y) : x = (x1, x2), y = (y1, y2) ∈ [− 1

2 , 2] × [− 1
2 , 2]}. Let the mappings

B : D ×D → R2 define by B(x1, x2) = (4x1

5 − 8
5 ,

x2

4 ), for all x1, x2 ∈ D.
Let metric projection PD : H ×H → D ×D define by

PD (z1, z2) = (max {min {z1, 5} ,−5} ,max {min {z2, 5} ,−5}) ,
for all z = (z1, z2) ∈ H ×H .
Suppose that the sequence {vn} is generated by v0 = (v01 , v

0
2) = (1, 1) and

(4.10)


wn = PD(I − λB)vn

Tn
G = {w ∈ D ×D ⟨(I − λB)vn − wn, wn − w⟩ ≥ 0}

vn+1 = PTn
G
(vn − λBwn) ,

for all n ∈ N where vn = (vn1 , v
n
2 ), w

n = (wn
1 , w

n
2 ) ,λ ∈ (0, α) and Tn

G is G- Half space.
Then sequence {vn} converses weakly to an element of v̄ ∈ G − V ar(D,B) and the se-
quence

{
PG−V ar(D,B)v

n
}

converges strongly to v̄, where G − V ar(D,B) dominates vn,
{vn} dominates v0 and {wn} is dominated by v0.
Solution. It is easy to see that (2, 0) ∈ G − V ar(D,B), and Eed(G) = Eed(G−1). It is
obvious that B is G- 13 -inverse strongly monotone.
Putting λ = 1

4 . From the definition of B, we have

(I − 1

4
B)z = (

4z1
5

+
2

5
,
15z2
16

) ∈ [−1

2
, 2]× [−1

2
, 2],(4.11)

for all z = (z1, z2) ∈ [− 1
2 , 2]× [− 1

2 , 2].

From definition of PD, it follows that

PD(I − 1

4
B)z ∈ [−1

2
, 2]× [−1

2
0, 2],(4.12)

for all z = (z1, z2) ∈ [− 1
2 , 2]× [− 1

2 , 2].
Let (w, z) ∈ Eed(G). From definition of Tn

G and (4.12), we have Tn
G ⊆ [− 1

2 , 2]× [− 1
2 , 2].

Since v0 ∈ [− 1
2 , 2]× [− 1

2 , 2] and (4.12), we have

w0 = PD(I − 1

4
B)v0 ∈ [−1

2
, 2]× [−1

2
, 2],(4.13)

where w0 = (w0
1, w

0
2) ∈ [− 1

2 , 2]× [− 1
2 , 2]. From Tn

G ⊆ [− 1
2 , 2]× [− 1

2 , 2], we have

v1 = PTn
G
(v0 − 1

4
Bw0) ∈ [−1

2
, 2]× [−1

2
, 2],(4.14)

where v1 = (v11 , v
1
2) ∈ [− 1

2 , 2]× [− 1
2 , 2].

Continue the method of (4.13) and (4.14), we have wn, vn ∈ [− 1
2 , 2]× [− 1

2 , 2] for all n ∈ N,
vn = (vn1 , v

n
2 ), w

n = (wn
1 , w

n
2 ).

Since v0, (2, 0), vn and wn ∈ [− 1
2 , 2] × [− 1

2 , 2], it follows that ((2, 0), vn), (vn, v0) and
(wn, v0) ∈ Eed(G).
We can conclude that G− V ar(D,B) dominates vn, {vn} dominates v0 and {wn} is dom-
inated by v0. All conditions of Example 4.3 satisfies Theorem 3.1, so we can conclude that
sequence {vn} converses weakly to an element of (2, 0) ∈ G−V ar(D,B) and the sequence{
PG−V ar(D,B)v

n
}

converges strongly to (2, 0).
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n vn
1 vn

2

1 1.0000000 1.0000000
2 1.1600000 0.9414062
3 1.2944000 0.8862457
4 1.4072960 0.8343173
...

...
...

99 2.0000000 0.0028601
100 2.0000000 0.0026925

TABLE 2. Detailed analysis of computational methods (4.10) for Example
4.2 with v0 = (1, 1) , N = 100.

FIGURE 2. The convergence behavious of {vn} with v0 = (1, 1) and N = 100.

Acknowledgments. This work is supported by King Mongkut’s Institute of Technology
Ladkrabang.

REFERENCES

[1] Censor, Y.; Gibali, A.; Reich, S. The subgradient extragradient method for solving variational inequalities
in Hilbert spaces. J. Optim. Theory Appl. 148 (2011), 318–335.

[2] Ceng L. C.; Wang, C. Y.; Yao, J. C. Strong convergence theorems by a relaxed extragradi- ent method for a
general system of variational inequalities. Math Meth Oper Res. 67 (2008), 375–390.

[3] Hieu, D. V.; Thong, D. V. New extragradient like algorithms for strongly pseudomonotone variation-
alinequalities. J. Glob. Optim. 70 (2018), 385–399.

[4] Jachymski, J. The contraction principle for mappings on a metric space with a graph. Proc. Am. Math. Soc.
136 (2008), no. 4, 1359–1373.

[5] Jouymandi, Z.; Moradlou, F. Extragradient methods for solving equilibrium problems, variational inequal-
ities and fixed point problems. Numer Funct Anal Optim. 38 (2017), 185–1409.

[6] Kangtunyakarn, A. The variational inequality problem in Hilbert spaces endowed with graphs. J. Fixed
Point Theory Appl. 22 (2020), no. 4, DOI10.1007/s11784-019-0736-5

[7] Korpelevich, G. M. The extragradient method for finding saddle points and other problems. Ekon Mat
Metody. 12 (1976), 747–756.

[8] Pang, C.; Zhang, R.; Zhang, Q.; Wang, J. Dominating sets in directed graphs. Inf. Sci. 180 (2020), 3647–3652.
[9] Saechou, K.; Kangtunyakarn, A. The subgradient extragradient method for approximation of fixed-

point problem and modification of equilibrium problem. Comput. Appl. Math. 40 (2021), no. 246
DOI10.1007/s40314-021-01659-4



Approximating G-variational inequality problem by G-subgradient extragradient method in Hilbert space ... 369

[10] Tiammee, J.; Kaewkhao, A.; Suantai, S. On Browder ’s convergence theorem and Halpern iteration process
for G-nonexpansive mappings in Hilbert spaces endowed with graphs. Fixed Point Theory Appl. 187, 1-25
(2015).

[11] Xu, H. K. An iterative approach to quadric optimization. J. Optim. Theory Appl. 116 (2003), 659–678.

1DEPARTMENT OF STATISTICS, SCHOOL OF SCIENCE

KING MONGKUT,s INSTITUTE OF TECHNOLOGY LADKRABANG

10520, BANGKOK, THAILAND

Email address: autcha.ar@kmitl.ac.th

2DEPARTMENT OF MATHEMATICS, SCHOOL OF SCIENCE

KING MONGKUT,s INSTITUTE OF TECHNOLOGY LADKRABANG

10520, BANGKOK, THAILAND

Email address: araya.kheaw@gmail.com
Email address: beawrock@hotmail.com


