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#### Abstract

This paper investigates the existence and uniqueness of solutions for a system of Hilfer-Hadamard sequential fractional differential equations using standard fixed-point theorems. We apply the Leray-Schauder alternative and Banach's contraction mapping principle to obtain the existence and uniqueness results for the given problem. Additionally, we discuss illustrative examples.


## 1. Introduction

The significance of fractional calculus has been discovered in the past few decades due to its accurate mathematical modeling compared to classical calculus. Fractional differential equations are widely used in applied science, engineering, technical science, and more. This inspiration has led mathematicians in the past century to introduce many new fractional derivatives, including Riemann-Liouville fractional derivative, Caputo derivative, Hadamard derivative, Hilfer derivative, Hilfer-Hadamard derivative, and many more. Coupled systems of such fractional differential equations provide precise mathematical models for physical phenomena like anomalous diffusion, disease models, secure communication and control processing, Chua circuit, ecological effects, and others. For applications of fractional derivatives, please refer to [9], [10], [13], [15], [18], [20],[21], [22], [24], [26], [27],[28], [31].

The following list includes some of the research articles related to coupled systems of fractional differential equations. Alsaedi et al. [7] studied the existence of solutions for a Riemann-Liouville coupled system of nonlinear fractional integro-differential equations

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)=f\left(t, u(t), v(t),\left(\phi_{1} u\right)(t),\left(\psi_{1} v\right)(t)\right), \quad t \in[0, T], \\
D^{\beta} v(t)=g\left(t, u(t), v(t),\left(\phi_{2} u\right)(t),\left(\psi_{2} v\right)(t)\right), \quad 1<\alpha, \beta \leq 2,
\end{array}\right.
$$

with coupled Riemann-Liouville integro-differential boundary conditions

$$
\begin{cases}D^{\alpha-2} u\left(0^{+}\right)=0, & D^{\alpha-1} u\left(0^{+}\right)=\nu I^{\alpha-1} v(\eta), \quad 0<\eta<T, \\ D^{\beta-2} v\left(0^{+}\right)=0, \quad D^{\beta-1} v\left(0^{+}\right)=\mu I^{\beta-1} u(\sigma), \quad 0<\sigma<T,\end{cases}
$$

[^0]where $D^{(.)}, I^{(.)}$denote the Riemann-Liouville derivatives and integral of fractional order (.), respectively, $f, g:[0, T] \times \mathbb{R}^{4} \rightarrow \mathbb{R}$ are given continuous functions, $\nu, \mu$ are real constants and
\[

$$
\begin{aligned}
& \left(\phi_{1} u\right)(t)=\int_{0}^{t} \gamma_{1}(t, s) u(s) d s, \quad\left(\phi_{2} u\right)(t)=\int_{0}^{t} \gamma_{2}(t, s) u(s) d s \\
& \left(\psi_{1} v\right)(t)=\int_{0}^{t} \delta_{1}(t, s) v(s) d s, \quad\left(\psi_{2} v\right)(t)=\int_{0}^{t} \delta_{2}(t, s) v(s) d s
\end{aligned}
$$
\]

with $\gamma_{i}$ and $\delta_{i}(i=1,2)$ are continuous function on $[0, T] \times[0, T]$.
Alsulami et al. [8] studied a system of coupled Caputo type fractional differential equations

$$
\left\{\begin{array}{l}
{ }^{c} D^{\alpha} u(t)=f(t, u(t), v(t)), \quad t \in[0, T], \quad 1<\alpha \leq 2 \\
{ }^{c} D^{\beta} v(t)=g(t, u(t), v(t)), \quad t \in[0, T], \quad 1<\beta \leq 2
\end{array}\right.
$$

with non-separated coupled boundary conditions

$$
\left\{\begin{array}{l}
u(0)=\lambda_{1} v(T), \quad u^{\prime}(0)=\lambda_{2} v^{\prime}(T) \\
v(0)=\mu_{1} u(T), \quad v^{\prime}(0)=\mu_{2} u^{\prime}(T)
\end{array}\right.
$$

where ${ }^{c} D^{\alpha},{ }^{c} D^{\beta}$ denote the Caputo fractional derivatives of order $\alpha$ and $\beta$, respectively, $f, g:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are appropriate functions and $\lambda_{i}, \mu_{i}, i=1,2$ are real constants with $\lambda_{i} \mu_{i} \neq 1, i=1,2$.

Ahmad et al. [2] studied a coupled system of nonlinear fractional differential equations with three-point boundary conditions. Applying the Schauder fixed point theorem, an existence result is proved for the following system

$$
\left\{\begin{array}{l}
D^{\alpha} u(t)=f\left(t, u(t), D^{p} v(t)\right), t \in(0,1) \\
D^{\beta} v(t)=g\left(t, u(t), D^{q} v(t)\right), t \in(0,1) \\
u(0=0, u(1)=\gamma u(\eta), v(0)=0, v(1)=\gamma v(\eta)
\end{array}\right.
$$

where $1<\alpha, \beta<2$, $p, q, \gamma>0,0<\eta<1, \alpha-q \geq 1, \beta-p \geq 1, \gamma \eta^{\alpha-1}<$ 1, $\gamma \eta^{\beta-1}<1, D^{\chi}(\chi=\alpha, \beta, p, q)$ is the standard Riemann-Liouville fractional derivative and $f, g:[0,1] \times \mathbb{R} \times \mathbb{R} \rightarrow \times \mathbb{R}$ are given continuous functions. It is important to note that the nonlinear terms in the coupled system involve the fractional derivatives of the unknown functions, and later [3], they studied the existence and uniqueness of solutions for nonlinear Caputo sequential fractional differential equations

$$
\begin{cases}\left({ }^{c} D^{\alpha}+k_{1}{ }^{c} D^{\alpha-1}\right) u(t)=f(t, u(t), v(t)), & 1<\alpha \leq 2, \quad t \in(0, T), \\ \left({ }^{c} D^{\beta}+k_{2}{ }^{c} D^{\beta-1}\right) v(t)=g(t, u(t), v(t)), & 1<\beta \leq 2, \quad t \in(0, T),\end{cases}
$$

supplemented with coupled boundary conditions

$$
\left\{\begin{array}{l}
u(0)=a_{1} v(T), \quad u^{\prime}(0)=a_{2} v^{\prime}(T) \\
v(0)=b_{1} u(T), \quad v^{\prime}(0)=b_{2} u^{\prime}(T)
\end{array}\right.
$$

where ${ }^{c} D^{\alpha},{ }^{c} D^{\beta}$ denotes the Caputo fractional derivative of order $\alpha$ and $\beta$, respectively, $k_{1}, k_{2} \in \mathbb{R}_{+}, T>0, f, g:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are given continuous functions and $a_{1}, a_{2}, b_{1}$ and $b_{2}$ are real constants with $a_{1} b_{1} \neq 1$, and $a_{2} b_{2} e^{-\left(k_{1} T+k_{2} T\right)} \neq 1$.

Aljoudi et al. [5] studied a coupled system of Hadamard type sequential fractional differential equations with coupled strip conditions given by

$$
\left\{\begin{array}{l}
\left(D^{q}+k D^{q-1}\right) u(t)=f\left(t, u(t), v(t), D^{\alpha} v(t)\right), \quad k>0, \quad 1<q \leq 2, \quad 0<\alpha<1, \\
\left(D^{p}+k D^{p-1}\right) v(t)=g\left(t, u(t), v(t), D^{\delta} u(t)\right), \quad 1<p \leq 2,0<\delta<1, \\
u(1)=0, u(e)=I^{\gamma} v(\eta)=\frac{1}{\Gamma(\gamma)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\gamma-1} \frac{v(s)}{s} d s, \gamma>0, \quad 1<\eta<e, \\
v(1)=0, v(e)=I^{\beta} v(\zeta)=\frac{1}{\Gamma(\beta)} \int_{1}^{\zeta}\left(\log \frac{\zeta}{s}\right)^{\beta-1} \frac{u(s)}{s} d s, \beta>0, \quad 1<\zeta<e,
\end{array}\right.
$$

where $D^{(.)}$and $I^{(.)}$denote the Hadamard fractional derivative and Hadamard fractional integral, respectively and $f, g:[1, e] \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ are given continuous functions. For other recent results we refer to $[16,33,6,1]$ and references cited therein.

Recently, in [30] the authors studied existence and uniqueness of solutions for a class of system of Hilfer-Hadamard sequential fractional differential equations

$$
\left\{\begin{array}{lll}
\left({ }_{H} D_{1+}^{\alpha_{1}, \beta_{1}}+k_{1 H} D_{1+}^{\alpha_{1}-1, \beta_{1}}\right) u(t)=f(t, u(t), v(t)), & 1<\alpha_{1} \leq 2, & t \in[1, e], \\
\left({ }_{H} D_{1+}^{\alpha_{2}, \beta_{2}}+k_{2 H} D_{1+}^{\alpha_{2}-1, \beta_{2}}\right) v(t)=g(t, u(t), v(t)), & 1<\alpha_{2} \leq 2, & t \in[1, e],
\end{array}\right.
$$

with two point boundary conditions

$$
\begin{cases}u(1)=0, & u(e)=A_{1}, \\ v(1)=0, & v(e)=A_{2},\end{cases}
$$

where ${ }_{H} D^{\alpha_{i}, \beta_{i}}$ is the Hilfer-Hadamard fractional derivative of order $\alpha_{i} \in(1,2]$ and type $\beta_{i} \in[0,1]$ for $i \in\{1,2\}, k_{1}, k_{2}, A_{1}, A_{2} \in \mathbb{R}_{+}$and $f, g:[1, e] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are given continuous functions.

Very recently, in [34], the authors studied the existence and uniqueness of solutions for boundary value problems for sequential Hilfer-Hadamard fractional differential equations with three-point boundary conditions,

$$
\begin{gathered}
\left({ }_{H} D_{1+}^{\alpha, \beta}+k_{H} D_{1+}^{\alpha-1, \beta}\right) u(t)=f(t, u(t)), 1<\alpha \leq 2, t \in[1, e], \\
u(1)=0, u(e)=\lambda u(\theta), \theta \in(1, e),
\end{gathered}
$$

where ${ }_{H} D_{1+}^{\alpha, \beta}$ is the Hilfer-Hadamard fractional derivative of order $\alpha \in(1,2]$ and type $\beta \in[0,1], \gamma=\alpha+n \beta-\alpha \beta, n-1<\gamma \leq n, n=[\alpha]+1, \mathrm{k} \in \mathbb{R}^{+}:=[0, \infty), \lambda \in \mathbb{R} \backslash\left\{\frac{1}{(\log \theta)^{\gamma-1}}\right\}$ and $f:[1, e] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given continuous function. However, it has been observed that the literature on Hilfer-Hadamard sequential fractional differential equations of order in $(1,2]$ is scarce and needs to be developed further.

Motivated by the research going on in this direction, in the present paper we extend the results of [34] to sequential fractional coupled system

$$
\begin{cases}\left({ }_{H} D_{1+}^{\alpha_{1}, \beta_{1}}+k_{1 H} D_{1+}^{\alpha_{1}-1, \beta_{1}}\right) u(t)=f(t, u(t), v(t)), & 1<\alpha_{1} \leq 2, \quad t \in[1, e],  \tag{1.1}\\ \left({ }_{H} D_{1+}^{\alpha_{2}, \beta_{2}}+k_{2}{ }_{H} D_{1+}^{\alpha_{2}-1, \beta_{2}}\right) v(t)=g(t, u(t), v(t)), & 1<\alpha_{2} \leq 2, \quad t \in[1, e],\end{cases}
$$

with three-point coupled boundary conditions

$$
\begin{align*}
& u(1)=0, u(e)=\lambda v(\theta), \quad 1<\theta<e, \\
& v(1)=0, v(e)=\mu u(\eta), \quad 1<\eta<e, \tag{1.2}
\end{align*}
$$

where ${ }_{H} D_{1+}^{\alpha_{i}, \beta_{i}}$ is the Hilfer-Hadamard fractional derivatives of order $\alpha_{i} \in(1,2]$ and type $\beta_{i} \in[0,1]$ for $i \in\{1,2\}, k_{1}, k_{2} \in \mathbb{R}^{+}, f, g:[1, e] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are given continuous functions and $\lambda$ and $\mu$ are real constants.

Concerning the significance of problem (1.1)-(1.2), we recall that the Hilfer fractional derivative generalize both Riemann-Liouville and Caputo fractional derivatives and in
fact interpolates between them. Analogously, the Hilfer-Hadamard type fractional derivative covers the cases of the Riemann-Liouville-Hadamard and Caputo-Hadamard fractional derivatives. Therefore, the present study will be useful for improving the works related to glass forming materials [19], fractional glassy relaxation [23], turbulent flow model [35], etc. An example of a physical system modeled by means of the Hilfer fractional derivative is described in [19], while the Hilfer fractional advection-diffusion equation with the power-law initial condition is studied in [4]. In [11, 12], the Hilfer-Prabhakar and Hilfer fractional derivatives are used to model filtration processes. In a recent work [36], the authors discussed the attractivity for Hilfer fractional stochastic evolution equations. One can find the application of Hilfer fractional derivative operator in the cobweb economics model in [29]. The concept of the Hilfer-Hadamard fractional derivative operator is quite a recent one, and it is expected that the models based on the Hilfer fractional derivative operators will be considered with the Hilfer-Hadamard fractional derivatives to find more insight into these models.

It is well known that the nonlocal conditions are more appropriate than the local conditions to describe several problems in applied mathematics and physics more appropriately, see the survey paper [25]. We emphasize that in the present paper we study coupled systems of Hilfer-Hadamard sequential fractional differential equations of order in ( 1,2 ]. Our results are new and enrich the new research area on Hilfer-Hadamard coupled systems of the order in (1,2]. The used method is standard, but its configuration in the problem (1.1)-(1.2) is new.

The rest of the paper is organized into three sections. In Section 2, we recall some definitions and notations that will be used throughout the paper. The main results regarding the existence and uniqueness of solutions for the coupled system (1.1) with the boundary conditions (1.2) are presented in Section 3. The final section, Section 4, contains examples that illustrate our main findings.

## 2. Preliminaries

In this section, some basic definitions and theorems are mentioned.
Definition 2.1 (Hadamard fractional integral [22]). The Hadamard fractional integral of order $\alpha \in \mathbb{R}_{+}$for a function $f:[a, \infty) \rightarrow \mathbb{R}$ is defined as

$$
\begin{equation*}
{ }_{H} I_{a^{+}}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\log \frac{t}{\tau}\right)^{\alpha-1} \frac{f(\tau)}{\tau} d \tau, \quad(t>a) \tag{2.3}
\end{equation*}
$$

provided the integral exists, where $\log ()=.\log _{e}($.$) .$
Definition 2.2 (Hadamard fractional derivative [22]). The Hadamard fractional derivative of order $\alpha>0$, applied to the function $f:[a, \infty) \rightarrow \mathbb{R}$ is defined as

$$
\begin{equation*}
{ }_{H} D_{a^{+}}^{\alpha} f(t)=\delta^{m}\left({ }_{H} I_{a^{+}}^{m-\alpha} f(t)\right), \quad m-1<\alpha<m, \quad m=[\alpha]+1, \tag{2.4}
\end{equation*}
$$

where $\delta^{m}=\left(t \frac{d}{d t}\right)^{m}$ and $[\alpha]$ denotes the integer part of the real number $\alpha$.
Definition 2.3 (Hilfer-Hadamard fractional derivative [32]). Let $m-1<\alpha<m$ and $0 \leq \beta \leq 1, f \in L^{1}(a, b)$. The Hilfer-Hadamard fractional derivative of order $\alpha$ and type $\beta$ of $f$ is defined as

$$
\begin{aligned}
\left({ }_{H} D_{a^{+}}^{\alpha, \beta} f\right)(t) & =\left({ }_{H} I_{a^{+}}^{\beta(m-\alpha)} \delta^{m}{ }_{H} I_{a^{+}}^{(m-\alpha)(1-\beta)} f\right)(t) \\
& =\left({ }_{H} I_{a^{+}}^{\beta(m-\alpha)} \delta^{m}{ }_{H} I_{a^{+}}^{m-\gamma} f\right)(t) ; \gamma=\alpha+m \beta-\alpha \beta \\
& =\left({ }_{H} I_{a^{+}}^{\beta(m-\alpha)}{ }_{H} D_{a^{+}}^{\gamma} f\right)(t),
\end{aligned}
$$

where ${ }_{H} I_{a^{+}}^{(.)}$and ${ }_{H} D_{a^{+}}^{(.)}$are the Hadamard fractional integral and derivative defined by (2.3) and (2.4), respectively.

The Hilfer-Hadamard fractional derivative interpolates between the Hadamard fractional derivative and Caputo fractional derivative depending on the value of $\beta$. When $\beta=0$, it reduces to Hadamard fractional derivative and when $\beta=1$, it reduces to Caputo fractional derivative.

We utilize certain theorem related to the Hilfer-Hadamard fractional integral and derivative.

Theorem 2.1 ([32]). Let $\alpha>0,0 \leq \beta \leq 1, \gamma=\alpha+m \beta-\alpha \beta, m-1<\gamma \leq m, m=[\alpha]+1$ and $0<a<b<\infty$. If $f \in L^{1}(a, b)$ and $\left({ }_{H} I_{a+}^{m-\gamma} f\right)(t) \in A C_{\delta}^{m}[a, b]$, then

$$
\begin{aligned}
{ }_{H} I_{a+}^{\alpha}\left({ }_{H} D_{a+}^{\alpha, \beta} f\right)(t) & ={ }_{H} I_{a+}^{\gamma}\left({ }_{H} D_{a+}^{\gamma} f\right)(t) \\
& =f(t)-\sum_{j=0}^{m-1} \frac{\left(\delta^{(m-j-1)}\left({ }_{H} I_{a+}^{m-\gamma} f\right)\right)(a)}{\Gamma(\gamma-j)}\left(\log \frac{t}{a}\right)^{\gamma-j-1} .
\end{aligned}
$$

## 3. Existence and uniqueness results

In this section, we prove existence and uniqueness of solutions for system of HilferHadamard sequential fractional differential equations (1.1) with the boundary conditions (1.2).
3.1. An auxiliary lemma. In this subsection we first prove an auxiliary result, concerning a linear variant of the problem (1.1)-(1.2), that plays a key role in transforming the given problem into a fixed point problem.
Lemma 3.1. Let $h_{1}, h_{2} \in A C([1, e], \mathbb{R})$ and $\Delta \neq 0$. Then $u, v \in A C^{2}([1, e], \mathbb{R})$ are solutions of the system of fractional differential equations

$$
\begin{cases}\left({ }_{H} D_{1+}^{\alpha_{1}, \beta_{1}}+k_{1 H} D_{1+}^{\alpha_{1}-1, \beta_{1}}\right) u(t)=h_{1}(t), & 1<\alpha_{1} \leq 2, t \in[1, e],  \tag{3.5}\\ \left({ }_{H} D_{1+}^{\alpha_{2}, \beta_{2}}+k_{2 H} D_{1+}^{\alpha_{2}-1, \beta_{2}}\right) v(t)=h_{2}(t), & 1<\alpha_{2} \leq 2, t \in[1, e]\end{cases}
$$

supplemented with three-point coupled boundary conditions (1.2) if and only if

$$
\begin{align*}
u(t)= & \frac{1}{\Delta}\left\{\left[k_{1} \int_{1}^{e} \frac{u(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{h_{1}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+\lambda\left(-k_{2} \int_{1}^{\theta} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{h_{2}(s)}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& -A\left[k_{2} \int_{1}^{e} \frac{v(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{h_{2}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+\mu\left(-k_{1} \int_{1}^{\eta} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{h_{1}(s)}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\}(\log t)^{\gamma_{1}-1} \\
& -k_{1} \int_{1}^{t} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{h_{1}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \tag{3.6}
\end{align*}
$$

and

$$
\begin{aligned}
v(t)= & \frac{1}{\Delta}\left\{\left[k_{2} \int_{1}^{e} \frac{v(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{h_{2}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right.\right. \\
& \left.+\mu\left(-k_{1} \int_{1}^{\eta} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{h_{1}(s)}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& -B\left[k_{1} \int_{1}^{e} \frac{u(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{h_{1}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right. \\
& \left.\left.+\lambda\left(-k_{2} \int_{1}^{\theta} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{h_{2}(s)}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right]\right\}(\log t)^{\gamma_{2}-1} \\
& -k_{2} \int_{1}^{t} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{t} \frac{h_{2}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{2}-1} d s \tag{3.7}
\end{align*}
$$

$$
A=-\lambda(\log \theta)^{\gamma_{2}-1}, B=-\mu(\log \eta)^{\gamma_{1}-1}, \Delta=1-A B
$$

Proof. Applying the Hadamard fractional integral operator of orders $\alpha_{1}, \alpha_{2}$ from 1 to $t$ on both sides of Hilfer-Hadamard fractional differential equations in (3.5) and using Theorem 2.1, we find that
$u(t)-\frac{\delta\left({ }_{H} I_{1+}^{2-\gamma_{1}} u\right)(1)(\log t)^{\gamma_{1}-1}}{\Gamma\left(\gamma_{1}\right)}-\frac{\left({ }_{H} I_{1+}^{2-\gamma_{1}} u\right)(1)(\log t)^{\gamma_{1}-2}}{\Gamma\left(\gamma_{1}-1\right)}+k_{1 H} I_{1+}^{\alpha_{1}} I_{1+}^{1-\alpha_{1}} u(t)={ }_{H} I_{1+}^{\alpha_{1}} h_{1}(t)$,
and
$v(t)-\frac{\delta\left({ }_{H} I_{1+}^{2-\gamma_{2}} v\right)(1)(\log t)^{\gamma_{2}-1}}{\Gamma\left(\gamma_{2}\right)}-\frac{\left({ }_{H} I_{1+}^{2-\gamma_{2}} v\right)(1)(\log t)^{\gamma_{2}-2}}{\Gamma\left(\gamma_{2}-1\right)}+k_{2 H} I_{1+H}^{\alpha_{2}} I_{1+}^{1-\alpha_{2}} v(t)={ }_{H} I_{1^{+}}^{\alpha_{2}} h_{2}(t)$,
which can written as
(3.8) $u(t)=c_{0}(\log t)^{\gamma_{1}-1}+c_{1}(\log t)^{\gamma_{1}-2}-k_{1} \int_{1}^{t} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{h_{1}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s$,
and
(3.9) $v(t)=d_{0}(\log t)^{\gamma_{2}-1}+d_{1}(\log t)^{\gamma_{2}-2}-k_{2} \int_{1}^{t} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{t} \frac{h_{2}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{2}-1} d s$,
where $c_{0}, c_{1}, d_{0}, d_{1}$ are arbitrary constants. Using the first boundary conditions $(u(1)=$ $0, v(1)=0$ ) in (3.8), (3.9) yields $c_{1}=0, d_{1}=0$ since $\gamma_{i} \in\left[\alpha_{i}, 2\right], i=1,2$. In consequence, equations (3.8) and (3.9) takes the form:

$$
\begin{align*}
& u(t)=c_{0}(\log t)^{\gamma_{1}-1}-k_{1} \int_{1}^{t} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{h_{1}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s  \tag{3.10}\\
& v(t)=d_{0}(\log t)^{\gamma_{2}-1}-k_{2} \int_{1}^{t} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{t} \frac{h_{2}(s)}{s}\left(\log \frac{t}{s}\right)^{\alpha_{2}-1} d s \tag{3.11}
\end{align*}
$$

Next, the second boundary conditions of (1.2) together with (3.10) and (3.11) yields the system

$$
\begin{equation*}
c_{0}+d_{0} A=J_{1}, \quad c_{0} B+d_{0}=J_{2} \tag{3.12}
\end{equation*}
$$

where $J_{1}, J_{2}$ are defined as follows,

$$
\begin{aligned}
J_{1}= & k_{1} \int_{1}^{e} \frac{u(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{h_{1}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s \\
& +\lambda\left(-k_{2} \int_{1}^{\theta} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{h_{2}(s)}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right) \\
J_{2}= & k_{2} \int_{1}^{e} \frac{v(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{h_{2}(s)}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s \\
& +\mu\left(-k_{1} \int_{1}^{\eta} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{h_{1}(s)}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)
\end{aligned}
$$

Solving the system (3.12), we get

$$
c_{0}=\frac{J_{1}-A J_{2}}{\Delta} \text { and } d_{0}=\frac{J_{2}-B J_{1}}{\Delta} .
$$

Substituting $c_{0}$ and $d_{0}$ back in equations (3.10), (3.11), we get the integral equation (3.6) and (3.7). The converse of this proof follows by direct computation. This completes the proof.

Let us introduce the Banach space $X=C([1, e], \mathbb{R})$ endowed with the norm defined by $\|u\|=\sup \{|u(t)|: t \in[1, e]\}$. The product space $X \times X$ equipped with the norm $\|(u, v)\|=\|u\|+\|v\|$ is also a Banach space. In view of Lemma 3.1, we define an operator $\mathcal{T}: X \times X \rightarrow X \times X$ by

$$
\begin{equation*}
\mathcal{T}(u, v)(t)=\left(\mathcal{T}_{1}(u, v)(t), \mathcal{T}_{2}(u, v)(t)\right) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{T}_{1}(u, v)(t)= & \frac{1}{\Delta}\left\{\left[k_{1} \int_{1}^{e} \frac{u(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} \frac{f(s, u(s), v(s))}{s} d s\right.\right. \\
& \left.+\lambda\left(-k_{2} \int_{1}^{\theta} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} \frac{g(s, u(s), v(s))}{s} d s\right)\right] \\
& -A\left[k_{2} \int_{1}^{e} \frac{v(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} \frac{g(s, u(s), v(s))}{s} d s\right. \\
& \left.\left.+\mu\left(-k_{1} \int_{1}^{\eta} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} \frac{f(s, u(s), v(s))}{s} d s\right)\right]\right\} \\
& \cdot(\log t)^{\gamma_{1}-1}-k_{1} \int_{1}^{t} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} \frac{f(s, u(s), v(s))}{s} d s
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{T}_{2}(u, v)(t)= & \frac{1}{\Delta}\left\{\left[k_{2} \int_{1}^{e} \frac{v(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{g(s, u(s), v(s))}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right.\right. \\
& \left.+\mu\left(-k_{1} \int_{1}^{\eta} \frac{u(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{f(s, u(s), v(s))}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right] \\
& -B\left[k_{1} \int_{1}^{e} \frac{u(s)}{s} d s-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} \frac{f(s, u(s), v(s))}{s} d s\right. \\
& \left.\left.+\lambda\left(-k_{2} \int_{1}^{\theta} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} \frac{g(s, u(s), v(s))}{s} d s\right)\right]\right\} \\
& \cdot(\log t)^{\gamma_{2}-1}-k_{2} \int_{1}^{t} \frac{v(s)}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{t} \frac{g(s, u(s), v(s))}{s}\left(\log \frac{t}{s}\right)^{\alpha_{2}-1} d s .
\end{aligned}
$$

We will use the following notations in the proof:

$$
M_{1}=\frac{1+|\mu \lambda|+|\Delta|}{|\Delta|}, W_{1}=\frac{2|\lambda|}{|\Delta|}, W_{2}=\frac{2|\mu|}{|\Delta|} .
$$

3.2. Existence result via Leray-Schauder alternative. First, we will prove the existence result based on Leray-Schauder alternative ([17]).

Theorem 3.2. Assume that:
$\left(H_{1}\right) f, g:[1, e] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions for which there exist real constants $m_{i}, n_{i} \geq 0,(i=1,2)$ and $m_{0}>0, n_{0}>0$, such that for all $t \in[1, e], x_{i} \in \mathbb{R}, i=1,2$,

$$
\begin{aligned}
& \left|f\left(t, x_{1}, x_{2}\right)\right| \leq m_{0}+m_{1}\left|x_{1}\right|+m_{2}\left|x_{2}\right| \\
& \left|g\left(t, x_{1}, x_{2}\right)\right| \leq n_{0}+n_{1}\left|x_{1}\right|+n_{2}\left|x_{2}\right|
\end{aligned}
$$

$\left(H_{2}\right) Q_{1}<1, Q_{2}<1$, where

$$
\begin{aligned}
& Q_{1}:=k_{1}\left(M_{1}+W_{2}\right)+\frac{m_{1}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{n_{1}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)} \\
& Q_{2}:=k_{2}\left(W_{1}+M_{1}\right)+\frac{m_{2}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{n_{2}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}
\end{aligned}
$$

Then, the system (1.1)-(1.2) has at least one solution on $[1, e]$.
Proof. We will prove that $\mathcal{T}$, defined by (3.13), has a fixed point. We divide the proof into two steps.

Step I: We show that the operator $\mathcal{T}: X \times X \rightarrow X \times X$, defined by (3.13), is completely continuous.

First we note that the continuity of the functions $f$ and $g$ implies that the operator $\mathcal{T}$ is continuous.

Now, we show that $\mathcal{T}$ is compact. Let $\Omega=\{(u, v) \in X \times X:\|(u, v)\| \leq \rho\}$ be a bounded subset of $X \times X$. By $\left(H_{1}\right)$ for $(u, v) \in \Omega$ we have

$$
\begin{aligned}
\mid f(t, u(t), v(t) \mid & \leq m_{0}+m_{1}|u(t)|+m_{2}|v(t)| \\
& \leq m_{0}+\left(m_{1}+m_{2}\right)\|(u, v)\| \\
& \leq m_{0}+\left(m_{1}+m_{2}\right) \rho:=L_{1}
\end{aligned}
$$

and similarly $\mid g\left(t, u(t), v(t) \mid \leq n_{0}+\left(n_{1}+n_{2}\right) \rho:=L_{2}\right.$.
Then, we have:

$$
\begin{aligned}
\left|\mathcal{T}_{1}(u, v)(t)\right| \leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \int_{1}^{e} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \int_{1}^{\theta} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \int_{1}^{e} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \int_{1}^{\eta} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& +k_{1} \int_{1}^{t} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1}\|u\|+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2}\|v\|+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right. \\
& \left.+|\lambda|\left[k_{2}\|v\|+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1}\|u\|+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\}+k_{1}\|u\|+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)} \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2} \rho+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right. \\
& \left.+|\lambda|\left[k_{2} \rho+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\}+k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)},
\end{aligned}
$$

which on taking the norm for $t \in[1, e]$, yields

$$
\begin{aligned}
\left\|\mathcal{T}_{1}(u, v)\right\| \leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2} \rho+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right. \\
& \left.+|\lambda|\left[k_{2} \rho+\frac{L_{2}}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\}+k_{1} \rho+\frac{L_{1}}{\Gamma\left(\alpha_{1}+1\right)} \\
= & M_{1} k_{1} \rho+\frac{M_{1} L_{1}}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2} \rho+\frac{W_{1} L_{2}}{\Gamma\left(\alpha_{2}+1\right)} .
\end{aligned}
$$

Similarly, we have

$$
\left\|\mathcal{T}_{2}(u, v)\right\| \leq M_{1} k_{2} \rho+\frac{M_{1} L_{2}}{\Gamma\left(\alpha_{2}+1\right)}+W_{2} k_{1} \rho+\frac{W_{2} L_{1}}{\Gamma\left(\alpha_{1}+1\right)} .
$$

Hence

$$
\|\mathcal{T}(u, v)\| \leq k_{1}\left(M_{1}+W_{2}\right) \rho+k_{2}\left(W_{1}+M_{1}\right) \rho+\frac{L_{1}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{L_{2}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}:=P
$$

which proves that $\mathcal{T}$ is uniformly bounded.
Finally, we show that $\mathcal{T}$ is equicontinuous. Let $t, t_{0} \in[1, e]$ with $t_{0}<t$. Then we have

$$
\begin{aligned}
& \left|\mathcal{T}_{1}(u, v)(t)-\mathcal{T}_{1}(u, v)\left(t_{0}\right)\right| \\
& \leq \frac{1}{|\Delta|}\left\{\left[k_{1} \int_{1}^{e} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \int_{1}^{\theta} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \int_{1}^{e} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} \frac{|g(s, u(s), v(s))|}{s} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \int_{1}^{\eta} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& \left.\cdot\left[(\log t)^{\gamma_{1}-1}-\left(\log t_{0}\right)^{\gamma_{1}-1}\right]+k_{1} \int_{t_{0}}^{t} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \right\rvert\, \int_{1}^{t_{0}} \frac{|f(s, u(s), v(s))|}{s} \\
& \left.\left(\left(\log \frac{t}{s}\right)^{\alpha_{1}-1}-\left(\log \frac{t_{0}}{s}\right)^{\alpha_{1}-1}\right) d s+\int_{t_{0}}^{t} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \right\rvert\, \\
& \leq \frac{1}{|\Delta|}\left\{\left[k_{1}\|u\| \int_{1}^{e} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2}\|v\| \int_{1}^{\theta} \frac{1}{s} d s+\frac{L_{2}}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{1}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2}\|v\| \int_{1}^{e} \frac{1}{s} d s+\frac{L_{2}}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1}\|u\| \int_{1}^{\eta} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{1}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\}\left[(\log t)^{\gamma_{1}-1}-\left(\log t_{0}\right)^{\gamma_{1}-1}\right] \\
& +k_{1}\|u\| \int_{t_{0}}^{t} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \left\lvert\, \int_{1}^{t_{0}} \frac{1}{s}\left[\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s-\left(\log \frac{t_{0}}{s}\right)^{\alpha_{1}-1}\right] d s\right. \\
& +\int_{t_{0}}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \rho \int_{1}^{e} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \rho \int_{1}^{\theta} \frac{1}{s} d s+\frac{L_{2}}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{1}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \rho \int_{1}^{e} \frac{1}{s} d s+\frac{L_{2}}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \rho \int_{1}^{\eta} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{1}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\}\left[(\log t)^{\gamma_{1}-1}-\left(\log t_{0}\right)^{\gamma_{1}-1}\right] \\
& +k_{1} \rho \int_{t_{0}}^{t} \frac{1}{s} d s+\frac{L_{1}}{\Gamma\left(\alpha_{1}\right)} \left\lvert\, \int_{1}^{t_{0}} \frac{1}{s}\left[\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s-\left(\log \frac{t_{0}}{s}\right)^{\alpha_{1}-1}\right] d s\right. \\
& \left.+\int_{t_{0}}^{t} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \right\rvert\,
\end{aligned}
$$

which tends to zero as $t \rightarrow t_{0}$ and is independed of $u, v$. Similarly we can prove that $\left|\mathcal{T}_{2}(u, v)(t)-\mathcal{T}_{2}(u, v)\left(t_{0}\right)\right| \rightarrow 0$ as $t \rightarrow t_{0}$. Hence $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are equicontinuous and so the operator $\mathcal{T}$ is equicontinuous. Therefore, by Arzelá-Ascoli's theorem, we deduce that the operator $\mathcal{T}$ is completely continuous.
Step II : We show that the set $\Phi=\{(u, v) \in X \times X \mid(u, v)=\kappa \mathcal{T}(u, v), 0 \leq \kappa \leq 1\}$ is bounded.

Let $(u, v) \in \Phi$, then $(u, v)=\kappa \mathcal{T}(u, v)$. For any $t \in[1, e]$, we have $u(t)=\kappa \mathcal{T}_{1}(u, v)(t)$, $v(t)=\kappa \mathcal{T}_{2}(u, v)(t)$. Then, in view of the assumption $\left(H_{1}\right)$, we obtain

$$
\begin{aligned}
|u(t)| \leq & \left|\mathcal{T}_{1}(u, v)(t)\right| \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \int_{1}^{e} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \int_{1}^{\theta} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \int_{1}^{e} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} \frac{|g(s, u(s), v(s))|}{s} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \int_{1}^{\eta} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& +k_{1} \int_{1}^{t} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1}\|u\| \int_{1}^{e} \frac{1}{s} d s+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2}\|v\| \int_{1}^{\theta} \frac{1}{s} d s+\frac{n_{0}+n_{1}\|u\|+n_{2}\|v\|}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{1}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2}\|v\| \int_{1}^{e} \frac{1}{s} d s+\frac{n_{0}+n_{1}\|u\|+n_{2}\|v\|}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1}\|u\| \int_{1}^{\eta} \frac{1}{s} d s+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{1}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& +k_{1}\|u\| \int_{1}^{e} \frac{1}{s} d s+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{1}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s
\end{aligned}
$$

$$
\leq \frac{1}{|\Delta|}\left\{\left[k_{1}\|u\|+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2}\|v\|+\frac{n_{0}+n_{1}\|u\|+n_{2}\|v\|}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right.
$$

$$
\left.+|\lambda|\left[k_{2}\|v\|+\frac{n_{0}+n_{1}\|u\|+n_{2}\|v\|}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1}\|u\|+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\}
$$

$$
+k_{1}\|u\|+\frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}+1\right)}
$$

$$
=M_{1} k_{1}\|u\|+M_{1} \frac{m_{0}+m_{1}\|u\|+m_{2}\|v\|}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}\|v\|+W_{1} \frac{n_{0}+n_{1}\|u\|+n_{2}\|v\|}{\Gamma\left(\alpha_{2}+1\right)}
$$

which on taking maximum for $t \in[1, e]$, yields

$$
\begin{equation*}
\|u\| \leq M_{1} k_{1}\|u\|+\frac{M_{1}\left(m_{0}+m_{1}\|u\|+m_{2}\|v\|\right)}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}\|v\|+\frac{W_{1}\left(n_{0}+n_{1}\|u\|+n_{2}\|v\|\right)}{\Gamma\left(\alpha_{2}+1\right)} \tag{3.14}
\end{equation*}
$$

In the same way, one can obtain

$$
\begin{equation*}
\|v\| \leq M_{1} k_{2}\|v\|+\frac{M_{1}\left(n_{0}+n_{1}\|u\|+n_{2}\|v\|\right)}{\Gamma\left(\alpha_{2}+1\right)}+W_{2} k_{1}\|u\|+\frac{W_{2}\left(m_{0}+m_{1}\|u\|+m_{2}\|v\|\right)}{\Gamma\left(\alpha_{1}+1\right)} \tag{3.15}
\end{equation*}
$$

From (3.14) and (3.15), we have

$$
\begin{aligned}
\|(u, v)\|= & \|u\|+\|v\| \\
\leq & \frac{m_{0}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{n_{0}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}+\|u\|\left(k_{1}\left(M_{1}+W_{2}\right)+\frac{m_{1}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}\right. \\
& \left.+\frac{n_{1}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right)+\|v\|\left(k_{2}\left(W_{1}+M_{1}\right)+\frac{m_{2}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{n_{2}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right)
\end{aligned}
$$

and consequently

$$
\|(u, v)\| \leq \frac{\frac{m_{0}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{n_{0}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}}{Q_{0}}
$$

where $Q_{0}$ is defined by

$$
Q_{0}=\min \left\{1-Q_{1}, 1-Q_{2}\right\}
$$

Therefore the set $\Phi$ is bounded. By Leray-Schauder alternative, we get that the operator $\mathcal{T}$ has at least one fixed point. Therefore, the problem (1.1)-(1.2) has at least one solution on $[1, e]$.
3.3. Existence and uniqueness result via Banach's fixed point theorem. Next, we prove an existence and uniqueness result based on Banach's contraction mapping principle ([14]).

Theorem 3.3. Assume that $f, g:[1, e] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ satisfy the following condition:
$\left(H_{3}\right)$ There exist positive constants $L, \bar{L}$, such that for all $t \in[1, e], u_{i}, v_{i} \in \mathbb{R}, i=1,2$,

$$
\begin{aligned}
\left|f\left(t, u_{1}, u_{2}\right)-f\left(t, v_{1}, v_{2}\right)\right| & \leq L\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right) \\
\left|g\left(t, u_{1}, u_{2}\right)-g\left(t, v_{1}, v_{2}\right)\right| & \leq \bar{L}\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right)
\end{aligned}
$$

Then the system (1.1)-(1.2) has a unique solution on $[1, e]$, provided that

$$
\begin{equation*}
\varepsilon:=\left[k_{1}\left(M_{1}+W_{2}\right)+k_{2}\left(W_{1}+M_{1}\right)+\frac{L\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{\bar{L}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right]<1 \tag{3.16}
\end{equation*}
$$

Proof. We will use Banach fixed point theorem to prove that $\mathcal{T}$, defined by (3.13), has a unique fixed point. Fixing $N_{1}=\max _{t \in[1, e]}|f(t, 0,0)|<\infty, N_{2}=\max _{t \in[1, e]}|g(t, 0,0)|<\infty$ and using the assumption $\left(H_{3}\right)$, we obtain

$$
\begin{align*}
|f(t, u(t), v(t))| & =|f(t, u(t), v(t))-f(t, 0,0)+f(t, 0,0)| \\
& \leq L(\|u\|+\|v\|)+N_{1}=L\|(u, v)\|+N_{1} \\
|g(t, u(t), v(t))| & =|g(t, u(t), v(t))-g(t, 0,0)+g(t, 0,0)| \\
& \leq \bar{L}(\|u\|+\|v\|)+N_{2}=\bar{L}\|(u, v)\|+N_{2} . \tag{3.17}
\end{align*}
$$

We consider $B_{r}=\{(u, v) \in X \times X:\|(u, v)\| \leq R\}$ with

$$
R \geq \frac{\frac{N_{1}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{N_{2}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}}{1-\left[k_{1}\left(M_{1}+W_{2}\right)+k_{2}\left(W_{1}+M_{1}\right)+\frac{L\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{\bar{L}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right]}
$$

We divide the proof into two steps:
Step I : First we show that $\mathcal{T}\left(B_{r}\right) \subset B_{R}$. Let $(u, v) \in B_{R}$. Then, using (3.17), we obtain

$$
\begin{aligned}
\left|\mathcal{T}_{1}(u, v)(t)\right| \leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \int_{1}^{e} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \int_{1}^{\theta} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \int_{1}^{e} \frac{|v(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{|g(s, u(s), v(s))|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \int_{1}^{\eta} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& +k_{1} \int_{1}^{t} \frac{|u(s)|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{|f(s, u(s), v(s))|}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1}\|u\|+\frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2}\|v\|+\frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right. \\
& \left.+|\lambda|\left[k_{2}\|v\|+\frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1}\|u\|+\frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\}+k_{1}\|u\|+\frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)} \\
= & \frac{1}{|\Delta|}\left(k_{1}\|u\|+\frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}\right)[1+|\mu \lambda|+|\Delta|]+\frac{1}{|\Delta|}\left(k_{2}\|v\|+\frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)}\right) 2|\lambda| \\
= & M_{1} k_{1}\|u\|+M_{1} \frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}\|v\|+W_{1} \frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)},
\end{aligned}
$$

which on taking the norm for $t \in[1, e]$, yields

$$
\left\|\mathcal{T}_{1}(u, v)\right\| \leq M_{1} k_{1}\|u\|+M_{1} \frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}\|v\|+W_{1} \frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)}
$$

In the same way, one has

$$
\left\|\mathcal{T}_{2}(u, v)\right\| \leq M_{1} k_{2}\|v\|+M_{1} \frac{\bar{L} R+N_{2}}{\Gamma\left(\alpha_{2}+1\right)}+W_{2} k_{1}\|u\|+W_{2} \frac{L R+N_{1}}{\Gamma\left(\alpha_{1}+1\right)}
$$

Hence

$$
\|\mathcal{T}(u, v)(t)\| \leq R\left[k_{1}\left(M_{1}+W_{2}\right)+k_{2}\left(W_{1}+M_{1}\right)+\frac{L\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{\bar{L}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right]
$$

$$
+\frac{N_{1}\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{N_{2}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)} \leq R .
$$

Thus $\|\mathcal{T}(u, v)\| \leq R$, that is, $\mathcal{T}(u, v) \in B_{R}$. Hence $\mathcal{T}\left(B_{R}\right) \subset B_{R}$.
Step II: We show that the operator $\mathcal{T}$ is a contraction.
Let $\left(u_{2}, v_{2}\right),\left(u_{1}, v_{1}\right) \in X \times X$. Then, for any $t \in[1, e]$, we have

$$
\begin{aligned}
& \left|\mathcal{T}_{1}\left(u_{2}, v_{2}\right)(t)-\mathcal{T}_{1}\left(u_{1}, v_{1}\right)(t)\right| \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1} \int_{1}^{e} \frac{\left|u_{2}(s)-u_{1}(s)\right|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{e} \frac{\left|f\left(s, u_{2}(s), v_{2}(s)\right)-f\left(s, u_{1}(s), v_{1}(s)\right)\right|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{1}-1} d s\right.\right. \\
& \left.+|\lambda|\left(k_{2} \int_{1}^{\theta} \frac{\left|v_{2}(s)-v_{1}(s)\right|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{\theta} \frac{\left|g\left(s, u_{2}(s), v_{2}(s)\right)-g\left(s, u_{1}(s), v_{1}(s)\right)\right|}{s}\left(\log \frac{\theta}{s}\right)^{\alpha_{2}-1} d s\right)\right] \\
& +|\lambda|\left[k_{2} \int_{1}^{e} \frac{\left|v_{2}(s)-v_{1}(s)\right|}{s} d s+\frac{1}{\Gamma\left(\alpha_{2}\right)} \int_{1}^{e} \frac{\left|g\left(s, u_{2}(s), v_{2}(s)\right)-g\left(s, u_{1}(s), v_{1}(s)\right)\right|}{s}\left(\log \frac{e}{s}\right)^{\alpha_{2}-1} d s\right. \\
& \left.\left.+|\mu|\left(k_{1} \int_{1}^{\eta} \frac{\left|u_{2}(s)-u_{1}(s)\right|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{\eta} \frac{\left|f\left(s, u_{2}(s), v_{2}(s)\right)-f\left(s, u_{1}(s), v_{1}(s)\right)\right|}{s}\left(\log \frac{\eta}{s}\right)^{\alpha_{1}-1} d s\right)\right]\right\} \\
& +k_{1} \int_{1}^{t} \frac{\left|u_{2}(s)-u_{1}(s)\right|}{s} d s+\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t} \frac{\left|f\left(s, u_{2}(s), v_{2}(s)\right)-f\left(s, u_{1}(s), v_{1}(s)\right)\right|}{s}\left(\log \frac{t}{s}\right)^{\alpha_{1}-1} d s \\
\leq & \frac{1}{|\Delta|}\left\{\left[k_{1}\left\|u_{2}-u_{1}\right\|+\frac{L\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{1}+1\right)}+|\lambda|\left(k_{2}\left\|v_{2}-v_{1}\right\|+\frac{\bar{L}\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{2}+1\right)}\right)\right]\right. \\
& \left.+|\lambda|\left[k_{2}\left\|v_{2}-v_{1}\right\|+\frac{\bar{L}\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{2}+1\right)}+|\mu|\left(k_{1}\left\|u_{2}-u_{1}\right\|+\frac{L\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{1}+1\right)}\right)\right]\right\} \\
= & +k_{1}\left\|u_{2}-u_{1}\right\|+\frac{L\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{1}+1\right)} \\
& M_{1}\left(k_{1}\left\|u_{2}-u_{1}\right\|+\frac{L\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{1}+1\right)}\right)+W_{1}\left(k_{2}\left\|v_{2}-v_{1}\right\|+\frac{\bar{L}\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)}{\Gamma\left(\alpha_{2}+1\right)}\right) \\
\leq & {\left[M_{1} k_{1}+\frac{M_{1} L}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}+\frac{W_{1} \bar{L}}{\Gamma\left(\alpha_{2}+1\right)}\right]\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right), }
\end{aligned}
$$

which on taking the norm for $t \in[1, e]$, yields

$$
\begin{equation*}
\left\|\mathcal{T}_{1}\left(u_{2}, v_{2}\right)-\mathcal{T}_{1}\left(u_{1}, v_{1}\right)\right\| \leq\left[M_{1} k_{1}+\frac{M_{1} L}{\Gamma\left(\alpha_{1}+1\right)}+W_{1} k_{2}+\frac{W_{1} \bar{L}}{\Gamma\left(\alpha_{2}+1\right)}\right]\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right) \tag{3.18}
\end{equation*}
$$

## Similarly,

$$
\begin{equation*}
\left\|\mathcal{T}_{2}\left(u_{2}, v_{2}\right)-\mathcal{T}_{2}\left(u_{1}, v_{1}\right)\right\| \leq\left[M_{1} k_{2}+\frac{M_{1} \bar{L}}{\Gamma\left(\alpha_{2}+1\right)}+W_{2} k_{1}+\frac{W_{2} L}{\Gamma\left(\alpha_{1}+1\right)}\right]\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right) \tag{3.19}
\end{equation*}
$$

It follows from (3.18) and (3.19) that $\left\|\mathcal{T}\left(u_{2}, v_{2}\right)-\mathcal{T}\left(u_{1}, v_{1}\right)\right\| \leq \varepsilon\left(\left\|u_{2}-u_{1}\right\|+\left\|v_{2}-v_{1}\right\|\right)$. By (3.16), it shows that the operator $\mathcal{T}$ is a contraction. Hence, operator $\mathcal{T}$ has a unique fixed point by Banach contraction mapping principle. Therefore, the system (1.1)-(1.2) has a unique solution on $[1, e]$.

## 4. EXAMPLES

In this section, we give two examples to illustrate our main results.

Example 4.1. Consider the following system

$$
\left\{\begin{array}{l}
\left({ }_{H} D^{\frac{3}{2}, \frac{1}{2}}+\frac{1}{5}{ }_{H} D^{\frac{1}{2}, \frac{1}{2}}\right) u(t)=\frac{|u(t)|}{(\log t+50)}+\frac{|v(t)|}{(t+9)^{2}(1+|v(t)|)}+\frac{1}{(t+7)^{2}}, t \in[1, e],  \tag{4.20}\\
\left({ }_{H} D^{2, \frac{1}{3}}+\frac{1}{10}{ }_{H} D^{1, \frac{1}{3}}\right) v(t)=\frac{|u(t)|}{5 \sqrt{(t+99)}}+\frac{\sin (\pi v(t))}{70 \pi}+\frac{1}{65}, t \in[1, e], \\
u(1)=0, u(e)=-2 v\left(\frac{3}{2}\right), v(1)=0, \quad v(e)=\frac{4}{9} u(2) .
\end{array}\right.
$$

Here
$\alpha_{1}=\frac{3}{2}, \alpha_{2}=2, \beta_{1}=\frac{1}{2}, \beta_{2}=\frac{1}{3}, \gamma_{1}=\frac{7}{4}, \gamma_{2}=\frac{7}{3}, k_{1}=\frac{1}{5}, k_{2}=\frac{1}{10}, \lambda=-2, \mu=\frac{4}{9}$,
$\theta=\frac{3}{2}, \eta=2, A=0.600, B=-0.337, \Delta=1.202, M_{1}=2.570, W_{1}=3.326, W_{2}=0.739$.
We see that $\left(H_{1}\right)$ holds, since

$$
|f(t, u, v)| \leq \frac{1}{64}+\frac{|u(t)|}{50}+\frac{|v(t)|}{100} \text { and }|g(t, u, v)| \leq \frac{1}{65}+\frac{|u(t)|}{50}+\frac{|v(t)|}{70}
$$

with

$$
m_{0}=\frac{1}{64}, m_{1}=\frac{1}{50}, m_{2}=\frac{1}{100}, n_{0}=\frac{1}{65}, n_{1}=\frac{1}{50}, n_{2}=\frac{1}{70} .
$$

In addition, $Q_{1} \approx 0.770$ and $Q_{2} \approx 0.656$. Thus, the hypotheses of Theorem 3.2 are satisfied and hence the system (4.20) has at least one solution on $[1, e]$.

Example 4.2. Consider the following Hilfer-Hadamard system (4.21)

$$
\left\{\begin{array}{l}
\left({ }_{H} D^{\frac{3}{2}, 1}+\frac{2}{51}{ }_{H} D^{\frac{1}{2}, 1}\right) v(t)=\frac{\sin (u(t))}{(3+t)^{3}}+\frac{|v(t)|}{(9+t)^{2}(1+|v(t)|)}+\frac{\log t}{100}, t \in[1, e] \\
\left({ }_{H} D^{\frac{5}{4}, \frac{1}{2}}+\frac{3}{23}{ }_{H} D^{\frac{1}{4}, \frac{1}{2}}\right) u(t)=\frac{(2+\log t)|u(t)|}{120}+\frac{|v(t)|}{\sqrt{99+t}(6+|v(t)|)}+\frac{1}{50+t^{3}}, t \in[1, e], \\
u(1)=0, u(e)=-\frac{5}{9} v(2), v(1)=0, \quad v(e)=5 u\left(\frac{5}{3}\right) .
\end{array}\right.
$$

Here
$\alpha_{1}=\frac{3}{2}, \alpha_{2}=\frac{5}{4}, \beta_{1}=1, \beta_{2}=\frac{1}{2}, \gamma_{1}=2, \gamma_{2}=\frac{13}{8}, k_{1}=\frac{2}{51}, k_{2}=\frac{3}{23}, \lambda=-\frac{5}{9}, \mu=5$,
$\theta=2, \eta=\frac{5}{3}, A=0.441, B=-2.554, \Delta=2.128, M_{1}=2.774, W_{1}=0.522, W_{2}=4.698$.
Note that $\left(H_{3}\right)$ holds, because

$$
\left|f\left(t, u_{1}, u_{2}\right)-f\left(t, v_{1}, v_{2}\right)\right| \leq \frac{1}{64}\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right)
$$

and

$$
\left|g\left(t, u_{1}, u_{2}\right)-g\left(t, v_{1}, v_{2}\right)\right| \leq \frac{1}{40}\left(\left|u_{1}-v_{1}\right|+\left|u_{2}-v_{2}\right|\right)
$$

with $L=\frac{1}{64}, \bar{L}=\frac{1}{40}$. Therefore, we have

$$
\varepsilon:=\left[k_{1}\left(M_{1}+W_{2}\right)+k_{2}\left(W_{1}+M_{1}\right)+\frac{L\left(M_{1}+W_{2}\right)}{\Gamma\left(\alpha_{1}+1\right)}+\frac{\bar{L}\left(W_{1}+M_{1}\right)}{\Gamma\left(\alpha_{2}+1\right)}\right] \approx 0.883<1
$$

Thus, all the conditions of Theorem 3.3 are satisfied and therefore the system (4.21) has a unique solution on $[1, e]$.

## 5. CONCLUSIONS

In this paper, we conducted research on the existence and uniqueness of solutions for a system of Hilfer-Hadamard sequential fractional differential equations with three-point boundary conditions. Firstly, via a linear variant of the given problem, we have converted the nonlinear problem into a fixed point problem. Once the fixed point operator were available, the existence result was established using the Leray-Schauder alternative, while the Banach contraction principle is applied to achieve the existence and uniqueness result. Additionally, we provide examples that illustrate the obtained results. Our results are new in the given configuration and enrich the literature on coupled systems involving Hilfer-Hadamard fractional derivatives of order in (1, 2].

Acknowledgments. We thank the reviewers for their useful comments.
Also we thank Naresuan University (NU), and National Science, Research and Innovation Fund (NSRF): Grant NO. R2567B019, for financial support.

## References

[1] Abbas, S.; Benchohra, M.; Lazreg, J.; Nieto, J. J. On a coupled system of Hilfer-Hadamard fractional differential equations in Banach spaces. J. Nonlinear Funct. Anal. 2018 (2018), Article ID 12.
[2] Ahmad, B.; Nieto, J. J. Existence results for a coupled system of nonlinear fractional differential equations with three-point boundary conditions. Comput. Math. Appl., 58 (2009), 1838-1843.
[3] Ahmad, B.; Nieto, J. J.; Alsaedi, A.; Aqlan, M. H. A coupled system of Caputo-type sequential fractional differential equations with coupled (periodic/anti-periodic type) boundary conditions. Mediterr. J. Math. 14 (2017), Article ID 227. https://doi.org/10.1007/s00009-017-1027-2
[4] Ali, I.; Malik, N. A. Hilfer fractional advection-diffusion equations with power-law initial condition; a numerical study using variational iteration method. Comput. Math. Appl. 68 (2014), 1161-1179.
[5] Aljoudi, S.; Ahmad, B.; Nieto, J. J.; Alsaedi, A. A coupled system of Hadamard type sequential fractional differential equations with coupled strip conditions, Chaos Solitons Fractals 91 (2016), 39-46.
[6] Alsaedi, A.; Ntouyas, S. K.; Agarwal, R. P.; Ahmad, B. On Caputo type sequential fractional differential equations with nonlocal integral boundary conditions. Adv. Differ. Equ. (2015) 2015:33.
[7] Alsaedi, A.; Aljoudi, S.; Ahmad, B. Existence of solutions for Riemann-Liouville type coupled systems of fractional integro-differential equations and boundary conditions. Electron. J. Differ. Equ. 2016, Article ID 211 (2016).
[8] Alsulami, H. H.; Ntouyas, S. K.; Agarwal, R. P.; Ahmad, B. Alsaedi, A. A study of fractional-order coupled systems with a new concept of coupled non-separated boundary conditions. Bound. Value Probl. (2017) 2017:68.
[9] Atangana, A.; Baleanu, D. New fractional derivatives with non-local and non-singular kernel: theory and application to heat transfer model. Therm Sci 20 (2016), 763-769.
[10] Baleanu, D.; Jajarmi, A.; Sajjadi, S. S.; Mozyrska, D. A new fractional model and optimal control of a tumorimmune surveillance with non-singular derivative operator. Chaos 29, 083127 (2019).
[11] Bulavatsky, V. M. Mathematical models and problems of fractional-differential dynamics of some relaxation filtration processes. Cybern. Syst. Anal. 54 (2018), 727-736.
[12] Bulavatsky, V. M. Mathematical modeling of fractional differential filtration dynamics based on models with Hilfer-Prabhakar derivative. Cybern. Syst. Anal. 53 (2017), 204-216.
[13] Diethelm, K. The Analysis of Fractional Differential Equations. Springer, Berlin, 2010.
[14] Deimling, K. Nonlinear Functional Analysis. Springer-Verlag, New York, 1985.
[15] Fernandez, A.; Baleanu, D. On a new definition of fractional differintegrals with Mittag-Leffler kernel. Filomat 33 (2019), 245-254.
[16] Goodrich, C. S. Existence of a positive solution to systems of differential equations of fractional order. Comput. Math. Appl. 62 (2011), 1251-1268.
[17] Granas, A.; Dugundji, J. Fixed Point Theory Springer, New York, 2005.
[18] Hilfer, R. Applications of Fractional Calculus in Physics. World Scientific Publ. Co., Singapore, 2000.
[19] Hilfer, R. Experimental evidence for fractional time evolution in glass forming materials. J. Chem. Phys. 284 (2002), 399-408.
[20] Javidi, M.; Ahmad, B. Dynamic analysis of time fractional order phytoplankton-toxic phytoplanktonzooplankton system. Ecological Modelling 318 (2015), 8-18.
[21] Jiao, Z.; Chen, Y. Q.; Podlubny, I. Distributed-order dynamic systems. New York: Springer; 2012.
[22] Kilbas, A. A.; Srivastava, H. M.; Trujillo, J. J. Theory and Applications of Fractional Differential Equations. Elsevier Science, Amsterdam, 2006.
[23] Kleiner, T.; Hilfer, R. Fractional glassy relaxation and convolution modules of distributions. Anal. Math. Phys. 11 (2021), Paper No. 130, 29 pp.
[24] Miller, K. S.; Ross, B. An Introduction to the Fractional Calculus and Fractional Differential Equations. Wiley and Sons, New York, 1993.
[25] Ntouyas, S. K. Nonlocal Initial and Boundary Value Problems: A survey, In Handbook on Differential Equations: Ordinary Differential Equations; Canada, A., Drabek, P., Fonda, A., Eds.; Elsevier Science B. V.: Amsterdam, The Netherlands, 2005; pp. 459-555.
[26] Petras, I.; Magin, R. L. Simulation of drug uptake in a two compartmental fractional model for a biological system. Commun. Nonlinear Sci. Numer. Simul. 16 (2011), 4588-4595.
[27] Podlubny, I. Fractional Differential Equations. Academic Press, San Diego, 1999.
[28] Povstenko, Y. Z. Fractional thermoelasticity. New York: Springer; 2015.
[29] Qin, X.; Rui, Z.; Peng, W. Fractional derivative of demand and supply functions in the cobweb economics model and Markov process. Front. Phys. 2023, 11, 1266860.
[30] Saengthong, W.; Thailert, E.; Ntouyas, S. K. Existence and uniqueness of solutions for system of Hil-fer-Hadamard sequential fractional differential equations with two point boundary conditions. Adv. Difference Equ. (2019) 2019:525.
[31] Samko, S. G.; Kilbas, A. A.; Marichev, O. I. Fractional integrals and derivatives: Theory and applications. Gordon and Breach Science Publishers, Switzerland, 1993.
[32] Salamooni, A.Y. A; Pawar, D. D. Existence and uniqueness of boundary value problems for Hilfer-Hadamard-type fractional differential equations. Adv. Difference Equ. (2021) 2021:198.
[33] Shiri, B.; Baleanu, D. System of fractional differential algebraic equations with applications, Chaos, Solitons Fractals 120 (2019), 203-212.
[34] Tshering, U. S.; Thailert, E.; Ntouyas, S. K.; Siriwat, P. Sequential Hilfer-Hadamard fractional three-point boundary value problems. Thai J. Math. 21 (2023), 609-624.
[35] Wang, G.; Ren, X.; Zhang, L.; Ahmad, B. Explicit iteration and unique positive solution for a CaputoHadamard fractional turbulent flow model. IEEE Access, 7 (2019), 109833-109839.
[36] Yang, M.; Alsaedi, A.; Ahmad, B.; Zhou, Y. Attractivity for Hilfer fractional stochastic evolution equations. Adv. Differ. Equ. 2020, 2020, 130.
${ }^{1}$ Department of Mathematics
Faculty of Science
Naresuan University
Phitsanulok, Thailand.
Email address: jakgrits@nu.ac.th; ugyen64@nu.ac.th
${ }^{2}$ Research Center for Academic Excellence in Mathematics Naresuan University
Phitsanulok, Thailand.
Email address: ekkaratht@nu.ac.th
${ }^{3}$ Department of Mathematics
University of Ioannina
45110 Ioannina, Greece.
Email address: sntouyas@uoi.gr


[^0]:    Received: 31.10.2023. In revised form: 25.03.2024. Accepted: 25.03.2024
    2020 Mathematics Subject Classification. 34A08, 34B10.
    Key words and phrases. Hilfer-Hadamard fractional differential equations, boundary conditions, fixed point theorem.

    Corresponding author: Ekkarath Thailert; ekkaratht@nu.ac.th

